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For the exceptional Lie algebra E6 minimal SO(3) tensor operator realizations are constructed 
which correspond to the maximal decomposition of E6 in the respective chains E6~F4~SO(3), 
E6~SU(3) ® G2~SO(3) ® SO(3), E6~F4~SO(3) ® G2~SO(3) ® SO(3), E6~Sp(8PSO(3), and 
E6 ~ G2 ~ SO(3). Two particular realizations are shown to provide a basis in which certain 
structural zeros of Racah's 6j-symbol can be explained. 

PACS numbers: 02.20. + b, 03.65.Fd 

I. INTRODUCTION 

From the observation that the standard SO(3) tensor 
formulation of the algebra G2 exhibits the nontrivial vanish­
ing of a 6j-coefficient, it has been suggested by Biedenharn 
and Louck I that realizations of the other exceptional Lie 
algebras might as well provide bases for explaining struc­
tural zeros. In two previous papers2,3 the present authors 
have established tensor operator realizations of the algebra 
F4 from which, taking into consideration Regge symmetries, 
11 such zeros followed. In view of enlarging considerably the 
list of structural zeros that can be explained similarly, the in 
rank next higher exceptional Lie algebra E6 is made the ob­
ject of an analogous investigation in the present paper. 

The method which we adopt here for the construction 
of tensor operator realizations has been originally described 
by Wadzinski.4 In short, it consists in selecting for the alge­
bra G under consideration a particular chain of maximal 
semisimple subalgebras ending at an SO(3) algebra or an out­
er product ofSO(3) algebras. In that chain the consecutive 
decomposition of the adjoint irrep of G produces SO(3) labels 
which correspond to the rank labels k of the SO(3) tensors 
that can realize the algebra. Similarly the decomposition of 
the lowest-dimensional representation of G provides the 
numbers I which label the representation spaces on which 
the SO(3) tensors act. Hence, in the notation ofJudd,5 vk (I 'I) 
denotes an SO(3) tensor operator of rank k which maps a 
(21 + 1 I-dimensional representation space into a (21' + 1 )-di­
mensional one. Clearly, I, I', and k can have nonnegative 
integer or half-odd integer values with the restriction, how­
ever, that I + I' + k is an integer. A realization! G k J of the 
algebra G in terms of the SO(3) tensor operators is then 
straightforwardly obtained from the fact that G closes under 
commutation and on using the standard commutation prop­
erties ofthe tensors. 2-5 Also for each of the subalgebras in the 
proposed chain a realization is found as a subset of ! G k J. It 
is then a matter of systematic investigation to verify whether 
structural zeros of the 6j-symbol can be explained within the 
realization. From branching rule tables6 one readily learns 
that the exceptional Lie algebras are the best candidates for 
such explanations. 

Throughout the paper we adopt the notations and con­
ventions of Ref. 3. In particular unlike Wadzinski4 and 
Judd5 we do not use spectroscopical notation. 

a) Research Associate N. F. W.O., Belgium. 
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II. TENSOR OPERATOR REALIZATION FROM THE 
CHAIN Ee:JF4:JSO(3) 

From the branching rule tables such as the ones estab­
lished by McKay and Patera,6 it is readily verified that along 
the chain E6~F4~SO(3) of maximal subalgebras the 78-di­
mensional adjoint irrep of E6 decomposes into the SO(3) ir­
reps (1), (4), (5), (7), (8), and (11). It should be made clear that 
we label the SO(3) irreps by half the number McKay and 
Patera use. Similarly, the 27-dimensional irrep of E6, the 
lowest-dimensional one, reduces into the SO(3) irreps (0), (4), 
and (8). Applying the construction algorithm described ear­
lier,2-4 we finally arrive at the following tensor operator real­
ization of E6: 

G! = v! (4,4) + (";)1/2V!(8,8), 

G~ = v~(4,4) + (~)1/2V~(8,8) 
+ (- W2(W)I!2[V~(4,8) + v~(8,4)], 

G; = v; (4,4) - (~)1/2V;(8,8) 

+ (- W(~)1/2[V;(4,8) + v~(8,4)], 
G!I = v!I(8,8) - (- W(M)1/2[V!I(4,8) + v!I(8,4)], 

G 4 = v4 (4 4) - (323)I!2V4(8 8) 
q q' 154 q' 

+ (- l)a(E)1/2[v:(4,8) + v:(8,4)] 

+ ( - l)P(13/~)[ v: (4,0) + v: (0,4) ], 

G! = v! (4,4) - (W)1/2V!(8,8) 

- (- W(W)1/2[V!(4,8) + v!(8,4)] 

+ (- It- P(26/3v'sS) [v!(8,0) + v!(0,8)]. (2.1) 

Herein a is a free parameter. Clearly! G I] forms the SO(3) 
subalgebra, whereas the subset! G I,G 5,G 7,G II J realizes the 
maximal F4 subalgebra. Apart from irrelevant scale factors 
the latter subset is also in conformity with previous results 
on F4 (Ref. 2). Hence, when using (2.1) in order to try to 
explain structural zeros of the 6j-symbol we shall not insist 
again on those emerging from the realization of F4 contained 
in (2.1) on its own. Ignoring momentarily Regge symmetry 
operations there is, however, one more structural zero that is 
related to the realization (2.1) of E6 • Indeed, let us consider a 
commutator of the type [G II,G 8

], which at first sight should 
give origin to a term proportional to G 6. Since this type of 
generator is obviously missing in the E6 algebra (2.1) all 
terms in the commutator which could contribute to G 6 either 
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vanish or cancel each other out. Effectively, a term v!. + q (4,4) 
could only be generated from the commutators [v!.1(4,8), 
v: (8,4)] and [v!.1(8,4),v! (4,8)], but since the contributions 
from both are equal and proportional to 

C4
1 ! ~}, 

the latter ~-coefficient has to vanish. On the other hand, 
terms such as v:. + q(8,8) are not generated proportional with 
a single 6j-coefficient and therefore their absence gives rise to 
a relation between different 6j-coefficients. In fact, a detailed 
investigation of (2.1) leads to the conclusion that the above­
mentioned zero of the 6j-symbol is the only one that can be 
explained in the present context. However, due to Regge 
symmetry this structural zero generates five more different 
ones, which are collected all together in Table I. 

III. THE CHAINS E8::>SU(3) ® G2 ::>SO(3) ® SO(3) AND 
E8 ::>F4 ::>SO(3) ® G2 ::>SO(3) ® SO(3) 

From branching rule tables6 we learn that the £6 ad­
joint irrep (respectively, the lowest-dimensional irrep) de­
composes in both chains mentioned in the title into the same 
80(3) ® 80(3) irreps, namely (0;1), (1;0), (2;3), (0;5), (2;0), and 

(1;3) [respectively, (1;3), (2;0), and (0;0)]. Application of the 
basic formulas established in Ref. 3 then leads in a straight­
forward way to the following 80(3) ® 80(3) tensor operator 
realization of £6: 

G~:;lq = v~.(1,1)v!(3,3), 

G !:~q = v!.(1,1)v~(3,3) 

+ mI/2v!. (2,2)v~(O,O), 

G~:~q = v~.(1,1)v!(3,3) 

+ [( - Wlv'l] [v~.(1,2)v~(3,0) 

+ v~.(2,1)v!(0,3)], 
G~:~ = v~.(1,1)v~(3,3), 
G~:~ = v~.(1,1)v~(3,3) 

- (1!~)v~.(2,2)v~(0,0) 

+ ( - 1) {3 (21 v'1I) [ v~. (2,0)v~ (0,0) 

+ v!. (O,2)v~(0,0)], 

G !::q = v!.(1,I)v~(3,3) 
- (- qa(fi)1/2[ v!.(1,2)v!(3,0) 

TABLE I. Structural zeros of the 6j-symbol l~: ~: ~; I which can be explained from realizations of the exceptional Lie algebras G" F4, and E6 • The zeros 

marked with an 0 are directly explained in the chains whereas the others follow from Regge symmetry. 
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Algebra-subalgebra chain 

G,::JSO(3) 

F4 ::JSO(3) 0 G2 ::JSO(3) 0S0(3) 

F. ::JSO(3) ® Sp(6)::JSO(3) 0 SO(3) 

E 6 ::JSp(8)::JSO(3) 
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+ v!.(2,I)v~(O,3)] 
- (- qa+ P(~/3)[v!.(I,O)v~(3,OJ 

+ v!. (O,I)v!(O,3)]. (3.1) 

Again a and /3 are free parameters. It is not very difficult to 
verify that (G 0; I ! u ( G 1;°1 realizes the algebra of 
SO(3) ® SO(3), I G 1;0,G 2;0)ul GO;\GO;5) the algebra of 
SU(3) ® Gz, {G I;OjU{ GO;I,GO;5) the algebra ofSO(3) ® Gz, 
and I G 1;0,GO;I,GO;5,G 2;3) the algebra F4 • A systematic in­
vestigation of the realization (3.1) shows that unfortunately 
the only structural zeros which can be explained from it are 
those already found from the partial chains Gz::JSO(3) and 
F4 ::JSO(3) ® Gz::JSO(J) ® SO(3). 

IV. THE CHAINS E,:)Sp(8):) SO(3) AND E,:)G2 :)SO(3) 

Branching rule tables6 show that the adjoint and lowest 
dimensional irrep of E6 in both chains decompose into the 
same SO(3) irreps, namely into (1), (2), (3), (4), (5), (5), (7), and 
(8), and into (2), (4), and (6), respectively. Clearly the E6 real­
ization will contain two independent types of G 5 generators 
which we shall distinguish by a supplementary label. 
Straightforward calculations end up with the following 
SO(3) tensor operator realization of E6: 

G! = v! (2,2) + ~v!(4,4) + (¥)I/Zv!(6,6), 

G~ = v~(2,2) - tHfJ)112V~(4,4) 

+ 'MH)1I2V~(6,6) 

- (- It(4Im)[v~(2,4) + v~(4,2)] 
+ (- I) pW~)1/2[V~(4,6) + v~(6,4l], 

G~ = v~(2,2) + (57/11~)v~(4,4) 
- n(~)I/zv~(6,6) 

+ (- It2(A)1IZ[v!(2,4) + v!(4,2)] 

+ ( - I)Pn(W)112[ v! (4,6) + v!(6,4)], 

G; = v;(2,2) - 3(rt,)I/Zv;(4,4) - 7(1I\)112V;(6,6) 

- (- Ir~~ [v;(2,4) + v:(4,2)] 

+ ( - 1)13 ~ (~)112[ v;(4,6) + v:(6,4)] 

- (-1)"+ P~(-fJ)112[V;(2,6) + v;(6,2)], 

G~a = v~(4,4) - (J119/3)v~(6,6) 

+ (- It(W)I/2[v~(2,4) + v~(4,2)] 
- (- I)PiWI/2[V~(4,6) + v~(6,4)] 
+ (- 1)0+P nW1l2[v~(2,6) + v~(6,2)], 

G ~b = ( - 1)" [v~(2,4) - v~(4,2)] 

- (- I)P(Jf43/7J[v~(4,6) - v~(6,4)] 

- ( - 1)0 + 13 (y39/7) [ v~(2,6) - v~(6,2)], 

G; = v;(4,4) + (ffl)I12V;(6,6) 

- (- I)P,$I[v;(4,6) + v; (6,4)] 
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+ (- qa+ P.y(j) I 12 [v;(2,6) + v;(6,2)], 

G! = v! (4,4) - (W)1/2V!(6,6) 

- (- I)PW1)112[v!(4,6) + v!(6,4)] 

- (- I)u+ P ~~[v!(2,6) + v!(6,2)]. (4.1) 

Obviously we could replace G 5a and G 5b by any two inde­
pendent linear combinations of them. However, the choice 
made in (4.1) is such that G 5a is completely symmetric and 
G 5b completely antisymmetric with respect to the mixed 
type tensor operators. Moreover, this particular choice im­
plies that the subset { G I, G 3 t G 5a, G 7) is a realization of the 
maximal Sp(8) subalgebra. On the other hand, it turns out 
that there exists no real combination of G 5a and G 5b which, 
when added to G I, spans the maximal G2 subalgebra. This 
has to do with the fact already demonstrated by Dynkin 7 

that there is no real (compact) form of G2 comprised in a real 
form of E6• Hence the algebra-maximal subalgebra inclusion 
E6 :) G2 should be understood in terms of the classical (com­
plex) Lie algebras alone7

•
8 and becomes invalid when making 

the restriction to the real domain. Since all the tensor opera­
tor realizations which we have obtained so far are real, we 
have used for the algebras the notation of the real matrix 
groups by which they are generated. Nonetheless as a conse­
quence of the previous remarks we should be able to realize 
from (4.1) the maximal G2 subalgebra contained in E6 by 
taking a complex combination of G 5a and G 5b. Indeed, actu­
al calculations demonstrate that G2 is generated from the set 

I G I ,G 5a + AG 5b ), whereby A = iE7{f85/4f[8 and E can be 
freely assigned the value + 1 or - 1. There exists, however, 
also a real realization of Gz on the same representation space, 
of which it can be shown that it is nothing but a subset of a 
nonminimal realization of SO(7) which has the form 

G! = v! (2,2) + ~ v! (4,4) + (~)112 v! (6,6), 

G! = v!(2,2) + (15/~)v!(4,4) 
- 7(Ho)112V~(6,6) 

+ (-1)"(mI4)[v!(2,4) + v!(4,2)] 

+ (- I)P;t(~)1/2[V!(4,6) + v!(6,4)], 

G~ = v~(4,4) - (J119/3)v~(6,6) 

- (- qa4(~)1/2[ v~(2,4) + v~(4,2)] 
+ ( - lJ"2(¥) 112 [ v~(4,6) + v~(6,4)] 
- (_1)0+ P(W)I/Z[v~(2,6) + v~(6,2)]. (4.2) 

It is readily verified that the nonminimal realization (4.2) is 
not suited for explaining structural zeros. On the other hand 
the realization (4.1) of E6 offers a rich framework for such 
explanations. More precisely, the complete antisymmetric 
generators G Sb create the best opportunities to be exploited 
in connection with the missing of rank 6 and rank 9 tensor 
operators. Let us first analyze the commutator [G 5b,G 7], 
which could give rise to a term proportional to v6(4,4). But 
this term is absent and could only have been generated from 
[v5(4,6),v7(6,4)] and [v5(6,4),v7(4,6)], which produce exactly 
the same v6(4,4) coefficient, since v5(4,6) and v5(6,4) have op-
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posite sign factors in G 5b and since 5 + 7 + 6 is even. Hence, 
the common coefficient which is proportional to 

7 
{! 4 ~} 

should vanish, which explains the zero value of the latter 6j­
coefficient. On account of Regge symmetries this structural 
zero gives rise to five more zeros of the 6j-symbol which are 
collected in Table 1. By a very similar argument one next 
succeeds in explaining the structural zero 

3 
6 

from the commutator [G 5b,G 3] . 
Finally, we consider the commutator [G 5b,G 5b] in or­

derto observe that a term of the type v9(4,6) could only origi­
nate from the commutators [v5(4,2),v5(2,6)] and 
[v5(2,6),v5(4,2)] contained in it. The sum 5 + 5 + 9 being odd 
the only way to come out with a vanishing v9(4,6) term is the 
zero value of 

{! 
5 

6 ~} . 
As can be verified in Table I this zero is generic for one more 
structural zero. 

Making the final counts we conclude that the chain 
E6~Sp(8) ~SO(3) on its own allows a minimal realization of 
E6, which indirectly provides an explanation of 14 structural 
zeros of the 6j-symbol. 
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v. CONCLUSIONS 

Only a restricted number of minimal realizations of E6 
have been established in the present paper. Indeed, there 
exist many other chains starting at E6 and ending with one or 
more SO(3) algebras, but the corresponding reduction pat­
terns show levels of degeneracy which become too high for 
explaining structural zeros. Nonetheless we succeeded here 
to extend largely the list of zeros arising from G2 and F4 
realizations. This fact suggests that many more zeros will 
become explained in E7 and E8 , and we hope to report on 
them soon. 
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The eigenstates of three particles moving in one dimension are classified according to the S3 plus 
parity group. The ordering of the ground state S3 band is given for a fairly general class of 
potentials. Sufficient conditions are given both for existence and nonexistence of bound states of a 
given symmetry. 

PACS numbers: 02.20. + b, 03.65.Ge, 21.40. + d 

I. INTRODUCTION 

In this paper we investigate some general properties of 
the bound-state spectrum of three identical particles inter­
acting via two-body potential and moving in one dimension. 

In Sec. II the eigenfunctions are classified according to 
their transformation properties under parity and the group 
S3' Using these criteria the states can be grouped in two 
bands (positive and negative partity) of four states. As it 
should, each set of four eigenfunctions of a band provides a 
basis for the irreducible representations of the group S3: two 
one dimensional (one compeltely symmetric, one completely 
antisymmetric) and one two dimensional (of mixed symme­
try). 

Sufficient conditions for the existence of the lowest en­
ergy state of each symmetry type are given in Sec. III. It 
results that the totally symmetric state of positive parity is 
always bound if the two-body potential is attractive. There 
are sufficient conditions for the existence of the lowest ener­
gy state of the other symmetry types and it is possible to give 
the ordering of the ground state band (of positive parity) for a 
large class of potentials. 

Finally in Sec. IV we give sufficient conditions for the 
unboundness of the lowest-energy, negative-parity, totally 
symmetric, and totally antisymmetric states. Sufficient con­
ditions for the unbound ness of the first excited totally sym­
metric state of positive parity are also given. 

The tools used as the k-harmonics method) (also called 
hyperspherical harmonics), the Hall and pose and Ha1l3 

theorems, and the comparison theorem.4 

II. THE S3 BANDS 

We consider the time-independent Schrodinger equa­
tion for three identical particles moving in one dimension 
and interacting via a two-body attractive potential 
V(lxi -xjl). As it is well known, a three-body (identical 
particles) problem in one dimension can be reduced to a one­
body problem in two dimensions. Using the "hyperspherical 
coordinates," ) the hyperradius p and the hyperangle e, de­
fined by 

T/ = p cos e, s = p sin e, o"e < 21T, 

where T/ and S are the Jacobi coordinates 

T/ = (l/~)(x) - x 2 ) 

(I) 

(2a) 

s = J273 [(x) + x 2 )12 - X 3 ] 

R = (x) + X 2 + x 3 )1.j3 = 0, 

(2b) 

(2c) 

the Schrodinger equation becomes (using energy in units of 
fN2m) 

- [1. ~ p ~ + 1. L]t/J( p,e) 
p ap ap p2 ae 2 

+ V(p,e) t/J(p,e) = Et/J(p,e) , (3) 

where 

V(p,e)= V(~plcosel) 

+ V ('J"2 plcos (e + 1T13) I ) 
+ V ('J"2 plcos (e + 21T13) I ) . (4) 

If we now use the (k-harmonics) expansion 

00 Rk(p) eikO 
t/J( p,e) = k =~ 00 ---;;m- (21T)1/2 ' (5) 

we get the following infinite set of coupled ordinary differen­
tial equations: 

- [~- (k2 _1.)1.] Rdp) + ~ Vk'_k(P)Rk,(p) 
dp2 4 p2 fr 
=ERdp)' (6) 

where 

Vk, _ dp) = _1_ (2tT ei(k' - k)O V(p,e) de, (7) 
21T Jo 

The parity operator JI and the permutation operators 
P)2' Pl3 , and P23 leave p invariant and transform e onto 
1T + e, 1T-e, 51T13 - e, and 1T13 - e, respectively. 

From parity invariance of V (p,e ) (4) it immediately fol­
lows that 

Vk , _ d p) = 0, for k I - k odd, 

Vk,_dp) = Vk_k,(P) = V_1k'_k)(P)' 

(8a) 

(8b) 

Using the invariance of V( p,e) under P)2' P)3' and P23 
we get 

6 itTI3 

- ei1k'-k)O V(p,e) de, 
21T 0 

for k I - k = 6n, n integer 

from - 00 to + 00, 

0, otherwise. 
(9) 
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Due to properties (8a) and (9) the system (6) splits into 
six infinite sets of k-values 

k even: 6n, 2 + 6n, and - 2 + 6n, 
(10) 

k odd: 3 + 6n, 1 + 6n, and - 1 + 6n. 

Using property (8b) it can be easily verified that the 
solutions of the system of equations (6) can be chosen such 
that 

(11 ) 

We shall denote by R f( p) the solutions such that 
R_dp)=Rdp) and by Rr(p) the solutions such that 
R_k = -Rk(p). 

The eigenfunctions of (3) given by expansion (5) can now 
be classified. Positive parity corresponds to k even and nega­
tive parity to k odd. The totally symmetric eigenfunction of 
positive parity is given by the set 6n, the totally antisymme­
tric eigenfunction is given by the set 6n (n -1= 0), and the mixed 
symmetry eigenfunctions are given by the set 2 + 6n (or 
- 2 + 6n). Thus, the positive parity ground-state band is 

given by 

,/,1 + I( 0) _ 1 ~ 
'1'5 p, - (21T)1/2 n ~~ oc 

,/,1 + I( 0 ) _ i ~ 
'l'A p, - (21T)1/2 n~~oo 

R ~n(P) 
1/2 cos 6nO, 

p 

R~n(P) . 
1/2 sm 6nO, 

p 

,/,I+I( 0)- 1 ~ R 2 +6n(P) 
'I'M p, - (2'IT)1/2 n ~~ oc pl/2 

(12a) 

(12b) 

Xexp[i(2 + 6n)0] and c.c. (12c) 

As the set - 2 + 6n equals minus the set 2 + 6n, due to 
property (11) the eigenfunctions given by the set - 2 + 6n 
differ from (12c) only by a phase factor. 

The negative parity totally symmetric and totally anti­
symmetric eigenfunctions are given by set 3 + 6n and the 
mixed symmetry eigenfunctions are given by the set 1 + 6n 
(or - 1 + 6n). The negative parity ground-state band is then 
given by 

,/,I-I( 0) i ~ RL6n(P). (3 6)0 
'1'5 p, = --1/-2 £.. 1/2 sm + n , 

(21T) n ~ - 00 p 
(13a) 

,I.I-I( 0) =_1_ ~ R f+6n(P) (3 + 6 )0 
'l'A p, (2 )1/2 £.. 112 cos n, 

'IT n~-oo p 

I I 1 00 

1fAi (p,O) =-- I 
(2'IT) 1/2 n ~ _ 00 

and c.c. 

(13b) 

R1 +1
6
I
n,(P) exp[i(l + 6n)0 1 

p -

(13c) 

(As in the case of the set - 2 + 6n, the eigenfunctions given 
by the set - 1 + 6n differ from those given by 1 + 6n only 
by a phase factor.) 

The transformation properties of the mixed symmetry 
eigenfunctions tPiJ' I and (tP~J I) * can be easily verified using 
the complex two-dimension irreducible representation of the 
group S3 introduced by Simonov. I 

Concluding this section we examine the order4 of the 
states of the ground-state S3 band. The lowest state is 
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tP~ + I( p,O ) since this state has no centrifugal barrier (k = 0). 
Due to the centrifugal barrier the other symmetry states 
should occur in the following order [see Eq. (6)]: 1f1;[ l(p,O), 
1ft;: I( p,O), tP~-:A I( p,O) (apparently degenerate), and finally 
tP~ + I( p,O ) . The degeneracy of 1f~-:A I( p,O ) is easily shown to 
be only apparent (see the Appendix). Other results concern­
ing the ordering of the states will be presented in Sec. IV. 

III. SUFFICIENT CONDITIONS FOR THE EXISTENCE OF 
THE LOWEST ENERGY STATE OF EACH SYMMETRY 
TYPE 

Truncation of expansions (12) and (13) provides vari­
ational functions and consequently an upper bound for the 
lowest energy state of each symmetry type. Keeping a single 
term in the expansion (12) and (13) the corresponding system 
of differential equations (6) for each symmetry type will be 
reduced to a single equation. The truncated equation is 

HkRk(p) = ERdp) , 

where 

d
2 

( I) I Hk = ---+ k 2 -- -+ Wdp) , 
d p2 4 p2 

(14) 

with Wk(p) = Va for k = 1,2, and 6, W3(p) = Va - V6 for 
the k = 3 odd solution (associated with tP~ - I), and 
W3(p) = Va + V6 for the k = 3 even solution (associated 
with tP~-I). Since the truncated equation (14) provides vari­
ational upper bounds for the system (6) ifit has a bound state 
so will the system (6). 

In principle it is not difficult to find sufficient condi­
tions for the existence of a bound state of a given symmetry 
from Eq. (14). In fact, Hunziker's theorem5

•
6 states that for a 

locally square integrable two-body potential vanishing at in­
finity, the continuum of a three-particle system starts at the 
ground state energy E gB of the two-particle Hamiltonian 

[- :;2 +V(~p)]tP(P)=EgBtP(P), (15) 

where p = (I/~)(xl - x2 ) and where we have measured en­
ergy in units of fz2/2m. 

In fact, according to Hunziker's theorem with statis­
tics/ the continuum threshold for the totally symmetric 
states and the mixed symmetry states is given by the ground 
state energy E ~B of (IS) and for the completely antisymme­
tric states the continuum threshold is given by the first excit­
ed state energy E iB of (15). 

Therefore to find a sufficient condition for the existence 
of a bound state of a given symmetry we have to find a suffi­
cient condition for Eq. (14) to have a bound state with energy 
less than the appropriate continuum threshold. This in tum 
can be reduced, by the Rayleigh-Ritz principle, to finding a 
trial function¢> (p) such that (cp,Hd) ) < E2B (CP,CP ), whereE 2B 
is the appropriate continuum threshold. 

Taking Simon's choice,6 cp (p) = pU e - p/2 , we obtain 

(a2 + k 2 -1)r(2a - 1) - ar(2a) + lr(2a + 1) 

+ 100 

dpp2U e- p Wk(p)<E2Br(2a + I), 
(16) 

with a > ~ if k -1=0. 
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For k = 0 the limit a-+! exists giving the condition 

(17) 

This result is a weaker version of a previous result obtained 
by the authors7 that guarantees the existence of at least one 
bound state for N-particle systems in one and two dimen­
sions when the two-body interaction is globally attractive. 
For k :;60 a simple condition is obtained by taking a = 1. 

f" dpe-
p
p 2 Wdp)<2E2B -(~ +k 2

). (18) 

Alternatively, taking ¢ (p) = pk + l 

X exp ( - ~ - E2B p) as the trial wave function, the suffi­
cient condition for the existence of at least one bound state of 
symmetry k is given by 

f" p2k+ 1 exp( - 2~ - E2B p) Wk(p) dp 

< _ (k + 2\ (2k I!. 
( _ 4E1B)k 

(19) 

In Ref. 8 we show that simple sufficient conditions are 
obtained by using as the trial function the regular and irregu­
lar solutions of the modified Helmholtz equation matched at 
an arbitrary point R (Calogero's sufficient conditions9 are 
obtained in this way). In the present case this type of trial 
wave function gives the following awkward condition for the 
existence of a bound state with energy < - a 2

: 

R foR (~rk+ 1 e- 2apwk(p) dp 

+ R {" (:rk

-

I 

e-2aPWdp) dp 

< _ 2k e - 2aR _ 2a lR (k + 1) e - 2app 2k dp 
° R 2k 

+ 2a {" (k - ~) R 2k e - 2ap p - 2k dp. (20) 

IV. SUFFICIENT CONDITIONS FOR THE 
NONEXISTENCE OF BOUND STATES OF A GIVEN 
SYMMETRY 

We shall use in this section two theorems due to Hall 
and pose and Hall,3 respectively. 

The two theorems refer to a system of N particles inter­
acting via a two-body potential V (r, - r J The translation­
invariant Hamiltonian for such a system is 

N { fz2 } H= L ---(V,,-V,J 2 +V(ri-rj)' 
i<;= 1 2mN 

(21) 

Theorem of Hall-Post: A lower bound for the energy of 
the completely symmetric (antisymmetric) states of system 
(21) is given by the ground state (first excited state) of the 
two-body Hamiltonian 

2591 

cW'HP = - (N - 1) [(/z2!2m) V~ - (N 12)V(Jip)] , 
(22) 
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The Hall-Post theorem is valid in any dimension. So to 
apply it to the case of three particles moving in one dimen­
sion, taking N = 3 and using energy in units of ft2/2m we 
have to consider the two-body problem 

d 2 

K HP = - 2-
2 
+ 3V({2p). (23) 

dp 
Thus a direct application of Hall-Post theorem obtains the 
following result. 

Rl: If the Hamiltonian given by Eq. (23) has a single 
bound state then the state ¢~ - I is unbound and so is ¢~ + I. 

Theorem of Hall: Given a system of N particles de­
scribed by the Hamiltonian (21) consider the Hamiltonian 
describing the independent motion of N - I particles 

N 

,W H = I JY'i 
i=2 

N( fz2 N I ) 
= i~2 - 2m 2(N -1) V~, +2" V(rl -rd, (24) 

where Pi = (1/~)(ri - rI)' 
Then, the exact energies of the completely symmetric 

(antisymmetric) states of the N-body problem (21) are bound­
ed one by One by the energies of the completely symmetric 
(antisymmetric) states of the Hamiltonian cW' H (24). 

The Hale theorem is also valid in any dimension. So, in 
the particular case of three particles moving in one dimen­
sion lower bounds for the energy spectrum are obtained by 
solving the two-body problem 

3 [ I d
2 

] KH =- ---2 + V(Jip) , 
2 2 dp 

(25) 

which is obtained from (24) by setting N = 3 and ft2 12m = 1. 
Suppose now that K H has three bound states with en­

ergies€o, CI> and €2 such that €o <CI <C2 and (co + cII <2C2' 
Then the Hall theorem tells us that a lower bound for the 
state ¢k + I is given by 2co and a lower bound for the states 
¢k - I and ¢~ - I is given by (co + c 1)' Now according to Hun­
ziker's theorem,s the continuum threshold of the symmetric 
states is E ~B and the continuum threshold of the antisymme­
tric states is E iB' So we have the following result. 

R2: If co + CI > E~B' ¢k-) is unbound and if 
co + CI > EiB then ¢~ -) also is unbound. Since ¢~ + I is less 
bound than ¢~- I then in this last case ¢~ + I is also unbound. 

The Hall theorem also tells us that a lower bound for 
¢~ + 1 is given by (co + C2) and a lower bound for the first 
excited state of the type ¢k + I is given by 2C2' Therefore we 
have the following result. 

R3: If Co + C2 - E ~B < 0 and 2C2 - E~B > 0 the states 
¢k -), ¢~ - I, and ¢~ + i might be bound but the first excited 
state of the type ¢k + I will be unbound and the ground state 
band will not intercept the excited state bands. 

Finally we would like to comment on the finiteness or 
infinitude of the bound state spectrum of our system. First 
we would like to recall a theorem by Sigal 10 which states that 
for short-range potentials the number bound states of the N­
particle Schrodinger operator in the center-of-mass frame is 
at most finite. 

In our case this result follows from the Hall3 theorem: if 
the two-body potential has only a finite number of bound 
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states then so does the Hamiltonian (25). Therefore we can 
construct only a finite number of completely symmetric 
(anti symmetric) lower bounds below the respective contin­
uum thresholds and due to the centrifugal barrier the num­
ber of bound states of mixed symmetry type is less than the 
number of symmetric states. Therefore as a particular case of 
the Sigal lO theorem we have that for short-range potentials 
our three-particle system has at most a finite number of 
bound states. 
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APPENDIX: NONDEGENERACY OF t/I~- )(p,O) AND 
t/I~- )(p, 0) 

The degeneracy of t/lk - I( p,e ) and t/I~ - I( p,e ) is shown to 
be false by examining the system of differential equations (6) 
for the radial vectors R ? + 6n (p) and R f + 6n (p) which enter 
in 1fJk- l(p,e) (l3a) and t/I~-)(p,e) (Bb), respectively. For 
R f + 6n (p) the system (6) can be cast in the form 

[ 
1 d d (3 + 6n)2] E 00 

- --d P-d - 2 R 3+6n(P) + I [V6{n'-nJ 
P P P P n'=O 

+ V6{n'+n+ ld R L6n'(P) = E R L6n'(P)' 

and for R ? + 6n ( p) it becomes 

[ 
1 d d (3 + 6n)2 ] 0 00 

- --d P-
d 

- 2 R 3+6n(P) + I [V6{n'-n) 
P P P P n'=O 

- V61n + n' + 1) ] R ? + 6n' (p) = ER f + 6n (p). 
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As the potential energy for R f and R ? are different the 
states t/lk - 1 and t/I~ - 1 will not be degenerate but for an acci­
dent. It is not possible to say the order in which they will 
occur because the potential energy terms cannot be easily 
compared. The only thing we can say is that for a purely 
attractive interparticle potential monotonically increasing 
in the interparticle distance we have the matrix elements 
V l2n < 0 and V I2n + 116 > 0 and truncation of the above equa­
tions at n = n' = 0 provides an upper bound for the energy of 
the state t/I~. 1 which is lower than the upper bound for the 
energy of the state t/I~. I. 
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On the classical part of the mean field dynamics for quantum lattice systems 
in grand canonical representations 
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For a class of discrete mean field models the limiting dynamics is investigated in the 
representations of generalized grand canonical states. It is demonstrated that for a certain form of 
spontaneous symmetry breakdown the W*-automorphism dynamics exhibits a uniquely 
determined nontrivial classical part, which is essential for the explanation of macroscopic 
quantum phenomena. 

PACS numbers: 02.20. + b, 05.30.Ch, 05.70.Fh 

I. INTRODUCTION 

In many body physics the dynamics is sometimes for­
mulated by means of the physical Hamiltonian containing 
only the microscopic energies, and sometimes by means of 
the reduced Hamiltonian in which also macroscopic contact 
variables are incorporated. The difference seems to be con­
sidered only a question of energy renormalization. This 
point of view explains perhaps why in the C *-algebraic for­
mulation l of the BCS-model only the KMS-dynamics has 
been worked out hitherto, which corresponds in virtue of the 
grand canonical equilibrium state to the reduced Hamilton­
ian. 2

,3 As has been demonstrated in Ref. 4, the physical dy­
namics has in this case, however, an additional part-in 
comparison to the KMS-dynamics-which acts nontrivially 
on the center of the relevant algebra of observables. Thus, 
only the physical dynamics are capable of explaining all of 
the macroscopic quantum phenomena of superconductivi­
ty.4 

In the present investigation we treat this dynamical 
phenomenon for a general class of discrete molecular field 
models and show that the mathematical construction of the 
closure of the limiting Heisenberg generators, which origin­
ally are defined only on local observables, leads automatical­
ly to the classical parts of the physical dynamics, if certain 
symmetries are spontaneously broken. 

In Sec. II we start from a converging subnet of local 
grand canonical equilibrium states. The family of local sub­
traction terms in the reduced Hamiltonians with fixed con­
tact variables gives rise to an internal symmetry group acting 
as automorphisms of the quasilocal algebra. To have a name 
we call this the generalized gauge group. The additional clas­
sical structure terms arise if these symmetry transformations 
are spontaneously broken in the limiting equilibrium state, 
which would correspond to the spontaneous breaking of 
gauge invariance for the BCS-model. The interesting point is 
that these additional classical features can be determined in a 
model independent manner. The first step to do this is the 
extension of the gauge transformations to W*-automor­
phisms of the temperature-dependent GNS-von Neumann 
algebra. The generator of this W*-automorphism group is 
shown to contain a differential operator with respect to a 
continuous variable, which labels part of the overcountably 
many pure-phase-states. 

In Sec. III, the limiting Heisenberg generator is investi­
gated starting from the immediate and weak result that the 
local Heisenberg generators converge in the strong operator 
topology of the temperature representation if applied to 
fixed local observables. This limit defines an anti symmetric 
*-derivation L g with the local observable algebra as domain. 
The l7-weak closure L f3 of L g exhibits the aforementioned 
differential operator, if the symmetry under gauge transfor­
mations is spontaneously broken. It is investigated in which 
way the image values of L f3 can be approached by the image 
values of L g. The qualitatively new features of L f3 in com­
parison of Lg seem to prevent in general a local approxima­
tion in any topology stronger than the l7-weak one. The still 
available approximation property is obtained by means of a 
certain estimation, which is proved in the Appendix. Avoid­
ing the difficult use of general criteria (cf. Ref. 1, Chap. 3) we 
show L f3 to be the generator of a l7-weakly continuous W *­
automorphism group in the representation-von Neumann 
algebra by explicitly constructing the dynamical transfor­
mations. A remarkable feature is the appearance of the sub­
traction terms in the thermodynamic limit of the (un sub­
tracted) physical dynamics in an intertwined manner, 
dropping out only if the gauge symmetry is not spontaneous­
ly broken [cf. formula (3.15)]. 

In Sec. IV we treat the convergence of the local finite­
time dynamics in the infinite volume limit. The crucial point 
is that in spite of the weak results on the generator conver­
gence, which prevents the application of general theorems of 
semigroup theory, the convergence of the powers of the local 
Heisenberg generators is under control, if these are applied 
to local observables. In virtue of this result is seems still more 
advantageous to use a generator method for the considered 
class oflong-range interacting models than to prove the con­
vergence of the finite-time translations by means of quite 
general but rather indirect arguments. 5 For this latter prob­
lem we use here a norm-bound [namely (4.5)] for the powers 
of the loal Heisenberg generators which is rather popular6 

but completely derived only in Ref. 7, at least for our general 
class of models. The arguments for extending convergence 
for small times to convergence on the whole time axis are 
also worked out in Ref. 7. In this way we arrive here at the 
result that the limits of the local time translations are just the 
W*-automorphisms generated by L fl. No dilatation prob-
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lem8 arises in spite of the extreme long-range potentials and 
in spite of the nontrivial classical features of the limiting 
dynamics. 

Altogether our construction illustrates in which way 
the properties of the atomic constituents of a many-particle 
system determine unambiguously also the classical features 
of the dynamics, a problem which has been put forward in its 
fundamental importance and discussed from several points 
of view in Ref. 9. 

II. EQUILIBRIUM REPRESENTATION AND GAUGE 
GROUPS 

We consider a discrete quantum system, where on every 
site iEZd of a d-dimensionallattice some microscopic con­
stituents occupy states of a finite-dimensional Hilbert space 
JYi each of which being an exemplar of the Hilbert space JY 
with dim JY = kEN. Denoting by IA 1 the cardinality of a set 
A we introduce !f: = ! A C'l..d; IA I < 00 J, which is a directed 
set by means of the inclusion relation. With AE!f are asso­
ciated the Hilbert space JY;\ : = ® iEA JYj and the algebra of 
observables .x£;\: = ,q8(JY;\). In .x£i (where we have identi­
fied ! i I with i) we select a basis ! s'/; a = l···k 2) in identical 
manner for all i such that s7* = s'/ and IIs711 = 1 for all a. 
Writing~: = !.iEAs'/ we consider the following class oflocal 
Hamiltonians: 

(2.1) 

of mean field type, where the/a and ga are real constants. 
Observe that more general interactions which are Hermitian 
in the a-indices can be transformed into the diagonal form 
(2.1). If, beside the temperature, other thermodynamic con­
tact variables as, e.g., some chemical potentials or the global 
angular velocity, are fixed (by contacting appropriate reser­
voirs) one introduces the reduced Hamiltonians 

H~: =H;\ -D;\, AE!f, (2.2) 

where D;\ = D ~ E.x£;\ is the sum of the subtraction terms 
with fixed contact parameters and with [H II ,D II ] = 0, for 
all A E!f. In the relevant cases the subtraction terms do not 
destroy the invariance of the Hamiltonian under local lattice 
permutations and are additive in A [cf. (2.20)]. 

In order to perform the thermodynamic limit we intro­
duce the quasilocal algebra 

(2.3) 

by means of the infinite C *-tensor product, 10 which is a uni­
tal, simple, separable, antiliminary algebra with trivial cen­
ter, every nontrivial representation of which is faithful. II 
After embedding the union of the localized algebras, 

(2.4) 

is a norm-dense *-subalgebra of .x£. 
The local grand canonical equilibrium states 

<~;A):=tr;\!~AI, AE.x£;\, 
(2.5) 

~: = exp( - 5;\ -f3H~), 
where tr II denotes the usual unnormalized trace in JY;\ , and 
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5;\ ElR, constitute, after extension to .x£, a net in the state 
space Y(.x£) of all states on .x£. Since Y(.x£) is compact in 
the weak-*-topology this net has limit points from which we 
select once and for all the state uf3. The separability of .x£ 
implies that the weak -*-topology of Y (.x£) is metrizable and, 
hence, we may choose a subsequence of local equilibrium 
states with 

w-*-lim ~n = (t}f3. (2.6) 
n 

From this it follows that (t}f3 is invariant under all symmetry 
operations-acting as Jordan automorphisms in .x£ -which 
leave all H~, AE!f, unchanged, especially under all finite 
lattice permutations. Because the permutations act in a 
strongly asymptotic abelian manner on .x£, the set of all per­
mutation invariant states YPc Y(.x£) constitutes a simplex, 
the extreme points of which are just the product states, 
uniquely given by a density matrixp in the one-lattice-point 
Hilbert space JY. 12 These product states are factorial and are 
disjoint if the associatedp's are different. From this one con­
cludes that the unique extremal decomposition of uf3 within 
yP coincides with the central decomposition 

(t}f3 = Lf3IP df.Lf3 (IP ). (2.7) 

Here the central measure f.Lf3 on Y (.x£) is supported by the 
weak-*-compact set yf3 (and not only pseudosupported) in 
virtue of the weak-*-separability of Y(.x£). 

According to the spatial decomposition theory (Ref. 1, 
Chap. 4.4) the central decomposition (2.7) implies a direct 
integral decomposition of the GNS-triple associated with uf3 

(1Tf3,JYf3 ,flf3) = L:)1T 'P,JY 'P ,fl'P )df.Lf3 (IP ) (2.8) 

into the GNS-triples associated with IPEyf3 and of the von 
Neumann algebra 

Jlf3: = 1Tf3(.x£)11 = L~/3J1'P df.Lf3 (IP), (2.9) 

whereo.4'P: = 1T'P(.x£)1I inJY'P' The center fl'f3: = o.4f3IJ/f3 1 

is the image of the W*-isomorphism 

JI3: !f 00 (yf3,f.L f3 ) ........ fl' f3 (2. 10) 

canonically defined by the property 

(flf3,JI3(f)1Tf3(A)flf3l= LJ(IP)A(IP)dllf3 (IP) (2.11) 

for all/E!f",{yf3,Il(3 ) and allAE.x£, where 

A (IP ): = <IP;A ) (2.12) 

is the weak-*-continuous affine function connected with 
AE.x£ (Ref. 1, Chap. 4.1.3). From Ref. 1, Chap. 2.6 it follows, 
that fl'/3 consists just of the "observables at infinity". 

Let us henceforth identify .x£ with the faithfully repre­
sented algebra 1T f3 (.x£) and drop the symbol1T f3 for this repre­
sentation morphism. (In some other instances we even drop 
the symbols for other representations of .x£ and hope that the 
context prevents confusion.) 

It is useful to introduce also for o.4f3 a quasilocal struc­
ture by defining for every AE2' the von Neumann algebra 

o.4~: = L"'/3o.4;'; dllf3 (IP )Co.4f3 (2.13) 
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with 

,A'~: = 1T'P(s1' A )C,A''P. 

From the definition it is seen that 

,A'~ =s1' A ® g/3 =!£oo(y/3,J,L/3;s1' A)' (2.14) 

where _ denotes here W*-isomorphy, ® the W*-tensor 
product,13 and the last symbol stands for the set of all J,L/3-
measurable, essentially bounded functions from :7/3 into 
s1' A • A typical element M~~ will always be written in the 
form 

M= L"'/31T'P(A'P)dJ,L{3(q;)~~, (2.15) 

which is to imply that q;~A 'P is in !£ 00 (:7/3,J,L/3; d A ). Since 
the positive linear functional on,A'~ 

(2.16) 

has the trace property,,A'~ is of type I. If AnA '= l/J, then 
,A'~ and,A'~. commute. The union 

,A'g: = u,A'~ (2.17) 
AEY' 

is u-weakly dense in ,A'/3. 
It should not lead to any confusion if we denote the 

extension of cJ3EY(d) to a normal state on ,A'/3, given by the 
cyclic vector fl/3&7t"/3' by the same symbol. Since the local­
ized algebras s1' A are finite-dimensional every restriction of 
q;EY(d) to an dAis normal and may be expressed by 
means of a density matrix p~ Ed A , such that the latter de­
pend continuously on q; (in the weak-*-topology). Introduc­
ing 

~ : = f;/31T 'P (p~ )dJ,L/3 (q; )~~ , 
we have for M~~ 

(cJ3;M) = t~ !~M J. 

(2.18) 

(2.19) 

In the usual applications the subtraction terms D A are addi­
tive in A, thus we postulate 

DAuA , = DA + DA " if AnA '= l/J. (2.20) 

Then, for AEd 0 and OElR, the definition 

a() (A ): = exp(iBD A)A exp( - iOD A) (2.21) 

if AEd A , leads to a well-defined *-automorphism group on 
do and also gives rise to a C *-dynamical system (d,a,lR). 
The restrictions of the dual transformations at to Y(d) are 
denoted by v()' OElR. Since a()(o:!) = O:!, for all AE!£ we 
have v()(cJ3) = cJ3 and the defining relation 

W~Afl/3: = a()(A )fl/3' AEd, OElR (2.22) 

gives rise to a strongly continuous group of unitary operators 
W~ in Pr'/3' which in turn leads to the W *-dynamical system 
(,A'/3,a/3,lR), where 

a~(M): = W~MW/3_(), M~/3, OElR. (2.23) 

We even have need for the further extended transformations 
a~EAut(88(Pr'/3)) which are also given by (2.23) with 
ME88(Pr'/3)' 
Proposition 2.1: Denoting for jE!£ 00 (Y( d),JL/3) (lov ())(q; ) 
: = j(v()(q; I), q;EY(d), it holds that 
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(2.24) 

and 

(2.25) 

entailing 

ve(:7/3) = :7/3. (2.26) 

Proof: (i) Let P denote the orthogonal projection onto 

the closed subspace !y/3fl/3 CPr'/3' Since ZE!y/3 implies 
a~(Z)E!y{3, VeElR, we have for every CEd 

(Cfl/3,a~(P)Zfl/3) = (a _ ()(C)fl/3,Pa/3_ ()(Z)fl/3) 

= (Cn/3,zn/3)' 

This leads to a~ (P )Zfl /3 = Zfl /3' VeElR, and this in turn to 
a~ (P) = P, V OElR. 

(ii) Equation (2.12) implies 

ae(A ) = AOv() , VAEd. 

According to the general theory for orthogonal measures on 
Y(d) (Ref. 1, Chap. 4.1.3) we obtain the first and last equa­
lity in the following calculation, whereA;Ed, for i = 1,,,.,n, 

/3A A-

J,L (AI···An) = (fl/3,A IPA z,,·PAnfl/3) 

= (fl/3,a~(AIP ... PAn)fl/3) 

= (fl/3,ae(A I)P ... Pao(A n )fl/3) 
/3 A- A-

=J,L (Alove· .. Anove)· (*) 

Here we hav~ also used the invariance of fl/3 under W~ and 
(i). Since theA, AEd, separate points of Y(d), the polyno­
mials thereof are norm-dense in 'G' (Y (d)) according to the 
Stone-Weierstrass theorem and, thus, u(!£ oo,!£ I I-dense in 
!£oo(Y(d),J,L/3) = :!£oo. The mappingj~jov() defines a *­
automorphism of !£oo(Y(d),J,L/3) and, therefore, is u-weak­
ly continuous. J,L~ (I): = J,L/3 (love) is then a normal state on 
!£oo(Y(d),JL/3) and uniquely determined by its values on 
the polynomials of theA. Thus our last relation in (*) may be 
extended to (2.24). 

(iii) Let us calculate for arbitrary C I , CzEd and 
jE!£00 (Y(d),J,L/3) 

(Clfl/3,a~(K' (f))C2fl/3) 
~ 

= J,L/3(1CrC2ov _ e) 

(ii) ~ 

= J,L/3 ((love)CTCz) 

= (Clfl/3,K'(lov())C2fl/3)' 

which gives (2.25). 
(iv) Since for the characteristic function X,Ti3 of :7/3 

CY(d) 
(ii) 

J,L/3 U',ri3 ) = J,L/3 U'ri3 ove) = J,L/3 U' .7~.1 = 1 

and.'T~ e: = V _ () (:7/3) is weakly-*-closed, v _ e being weak­
*-continuous, we have .'T~e ::>:7/3, for all OER, and obtain 
by means of the inverse relation (2.36). 0 

Since DAis in many cases a linear combination of local 
particle number operators, let us call a e and the modifica­
tions thereof "generalized gauge transformations." 
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Definition 2.2: We say that the symmetry under gauge 
transformations is spontaneously broken in U)f3 if there is at 
least one pure phase state qJEyf3 (the support of the central 
decomposition of U)8) with ve(qJ)#qJ, for some eEIR. 

Observation 2.3: If the symmetry under gauge transfor­
mations is spontaneously broken, then Y f3 is an overcounta­
ble set. 

Inlact: In this case there is anAEd, a eEIR, and aqJEyf3 
with (ve(qJ);A ) # (qJ;A ). But, ife' varies from Oto e, the two 
expectation values are continuously interpolated in virtue of 
the weak-*-continuity of e '-ve" Thus, {ve' (qJ); 
e 'E[O,e] 1 c yf3 contains overcountably many different 
states. 

The subsequent investigations are only nontrivial if the 
symmetry under gauge transformations is spontaneously 
broken in~, but many of them are formally valid also in the 
other case. If qJ-A 'P is in yOO(yf3'fl/;d A)' then also 
qJ_A 'Pe is so, for all eEIR, if we denote 

qJe: = ve(qJ), qJEY(d). (2.27) 

Thus for MEJ(~ the transformed element 

Te(M): = L_131T'P(A 'Pe)dfl/(qJ) (2.28) 

is also in..ff~, for eEIR. In virtue of the point-wise action of 
the algebraic operations in an integral von Neumann alge­
bra, Te is a *-automorphism of..ff~, 'tJAEY, and also of 
..ffg. e-Te (M) is continuous in the a-weak topology by 
means of the dominated convergence theorem. Finally, 
e_ Te is a representation of IR. All these properties can be 
proved also for the following set of transformations in ..ffg: 

ae(M): = L"131T'P(ae(A 'P))dfl/(qJ), eEIR, (2.29) 

which we introduce mainly for pedagogical reasons. 
Proposition 2.4: The group of gauge transformations has on 
..ffg the form 

(2.30) 

If these symmetry transformations are spontaneously 
broken in ~ then a e and Te for themselves are not a-weakly 
continuous mappings in ..ffg (and thus not extendable to 
W *-automorphisms of..ff(3) for those eER, for which Te # 1. 

Proof (i) The commutativity of ae and Te can be veri­
fied directly. 

(ii) For arbitrary lEY 00 (yf3'f.lf3) and AEd A we calcu­
late by means of(2.18), (2.19) and by means of the invariance 
of ~ and j1.f3 under gauge transformations 

L-13 tr A {a - e (p~)A l/(qJ )df.lf3 (qJ ) 
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= L-13 trA ! p~ae(A )Jf(qJ )df.l8(qJ) 

= (~;JI3(f)a~(A) 

= (~;af3_ e(~(f))A ) 

= L13 trA !p~A 1 I(v - e(qJ ))df.lf3(qJ) 

= 1.-13 trA {p~eA ] l(qJ )df.lf3(qJ). 
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This gives 

a _ e( p~) = p~e, j1.f3, a.e. (2.31) 

(iii) For C t , C2Ed and MEJ(~ we obtain 

(C tilf3,af3_ elM )C2ilf3 ) 

= Lf' trA {p~ ae(Cf)A 'Pae(C2 )jdf.lf3(qJ) 

:: L}~ {p~eC fa _ e (A 'P )C2 l dj1.f3 (qJ ) 

(2.24) 

= (C tilf3 ,a _ ooT _ e(M)C2ilf3 ), 

which leads to (2.30). 
(iv) Take a MEJ(~, not invariant under Te, and ap­

proximate it by a net {Aa ;aElj C do in the strong operator 
topology of ?rf3. Then lim Te (Aa ) = M # Te (M) and 
lima ae(Aa) = lima a~(Aa) = a~(M)#ae(M), as may be 
seen from (2.30). D 
Let us denote the a-weak generators (Ref. 1, Chap. 3) of af3 
and Tby Da and Dr> respectively, and introduce the domain 

j(~: = IMEJ(g; for all nEN,d"A 'Pi! Ide" 

is defined and bounded in qJ for j1.f3, 

a.a. qJEyf3 l (2.32) 

which is a a-weakly dense sub-*-algebra of ..fff3 containing 
do· 

Proposition 2.5:..ff~ is in the domains of D ~ and D;' for 
all nEN. For MEJ(~ ,MEJ(~ f"Lff~ say, it holds 

(2.33) 

Proof Let qJ-A 'Pe be the function associated with 
Te(M), MEJ(~ . Then dA 'Pe Ide exists for j1.f3, a.a. qJEyf3 
and is fl/, a.e. bounded according to the assumption. Then 
for a normal state ¢ on ..fff3 

lim(¢;Te(M) -M)/e 
e-o 

= limf (¢(qJ);A 'Pe -A 'P)/e)dj1.f3(e) 
(J..() ,/13 

= L-f1 (¢(qJ);dA 'Pe Ide )dj1.f3(e), (*) 

where the last step follows from the dominated convergence 
theorem, and ¢(qJ) are the components of the canonical de­
composition of ¢ into normal states on ..ff 'P' qJEyf3 (Ref. 13, 
Prop. 8.34). 

Thus the limit in (*) exists and gives t>T(M) by defini­
tion. This may be iterated and leads to the existence of 
D;'(M), for all nEN. IfMEJ(~ then also [DA ,M]EJ(~. Dif­
ferentiation of(2.30) leads to (2.33). D 

III. THE LIMITING HEISENBERG GENERATOR 

Defining m~ : = s~ IIA I, it is well known that for every 
permutation invariant state qJEYP(d) 

s-lim m~ = :m~Eg'P: = ..ff'Pf"Lff'P' (3.1) 
A 

exists in the GNS-Hilbert space?r'P (cf., e.g., Ref. 6). 
Proposition 3.1: For every qJEYP(d) it holds in?r'P for 

AEd A [embedded into .%'(?r'P)!] 
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s-lim[H.nA] =:s-limLA,(A)= [H~,A], (3.2) 
A' A' 

with 

H~: = Ifas~ + I2gam;~. (3.3) 
a a 

The expectations of (3.2) in the states qJ converge uniformly 
in qJEYP(..c{'). 

Proof We have for AE..c{' A' A CA " 

[HA' -H";.,,A] = [¥a~2,A ]/IA 'I 

+ 2[¥a~,A 1( 1:\ -m;), 

where K: = A '\A; this tends to zero in the strong operator 
topology of 2 <p' The expectation in qJ is then estimated by 

l(qJ;[HA' -H~,,A])I 

<CM)lIA'1 

+ C2(A {I - IK II: IIA I )~I (qJ;s'!) I, 

where 

CM):= 11[¥a~2,A 111, 

C2(A): = 112[¥a~,A ] II, 
and iEZd is arbitrary. Since I (qJ;s'!) I < 1, the convergence is 
uniform in qJEYP (..c{'). 0 

In the case of oJ1, (3.2) gives rise to the local form of the 
limiting Heisenberg generator 

Lg(A):= [H~,A], AE..c{'A' (3.4) 

which is a well-defined antisymmetric *-derivation of vliP 

with domain ..c{' o' In order to obtain an explicit expression 
for the closure of (3.4) we make use of the results in Ref. 14. 
By means of correlation inequalities for the generators of the 
KMS-dynamics, which here is generated by the reduced 
Hamiltonians, one can show that for tpEYP the local density 
matrices of(2.18) have the form 

p~ = exp( -;~ -/3H~1 (3.5) 

with 

(3.6) 

where ; ~ ER is given from the normalization condition and 
H~ from (3.3), where for qJEYP the center!Y<P is trivial and 
m; will be identified with a c-number. Thus we may identify 
H~ with an element of..c{' A for allAE.2". Conforming to this 
interpretation and in virtue of the dominated convergence 
theorem we may write (3.1) and (3.3) for the special case 
qJ = OJP as 

mp = L~!3m; 1<p d/.1J3(tp), H~ = L~f31T<p(H~ )d,up(qJ). 

(3.7) 
Application of (2.18) then gives 

~ = exp( -;~ - /3H~r), ;~ E!YP. (3.8) 

Using first this explicit expression and then the invariance of 
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oJ1 under gauge transformations one obtains for MEJi~ 

~~ 
(OJP;[H~,M]) = (OJP;[DA,MJ) 

= - (oJ1;oT(M). (3.9) 
Proposition 3.2: L g is a-weakly closable with a norm-

densely defined pre-adjoint L! and it holds 

LP: = Lg u
-

w = (L!)*. (3.10) 

The domain fiJ (L P) contains vIi~ and there one has 

L(3(M) = [H~,M] + oT(M), MEJi~~~. (3.11) 
Proof (i) Define for CE..c{' 0 and MEJiP 

(OJ~;M): = (OJf3;C*MC)/(oJ1;C*C), (3.12) 

whenever the rhs exists. The set of finite linear combinations 
of these states is norm-dense in vii!. For AE..c{' A one obtains 
for the adjoint L g* the relation 

(Lg*(~);A): = (~;Lg(A) 
13.9) 

= - (OJP;[H~,C*]AC 

+ C*A [H~,CP/(oJ1;C*C). 

This defines uniquely a functional in vii!. Thus, L ! 
: = L g* IvIi! is a norm-densely and, therefore, ~vIi! ,vIi(3)_ 
densely, defined linear map vii! ---.;vIi!. Then (L!)* exists 
and is a-weakly closed (cf. Ref. 1, Lemma 3.1.9). Since L g 
C (L ~ )*, L g is a-weakly closable with closure L (3. Again 
using Lemma 3.1.9 of Ref. 1 we know that the densely de­
fined closed operator L P has a densely defined pre-adjoint 
and coincides with (L ~ J*. 

(ii) For MEJi~ ~~ and CE..c{' 0 we calculate 

(~;LP(M) = (L~(~);M) 
Ii} 

= - (OJ(3;[H~,C*]MC 

+ C*M [H~,C J)/(oJ1;C*C) 

= (oJ1;C*[H~,M]C)/(OJP;C*C) 

- (OJP; [H~,C*MC ])1 (oJ1;c *C) 
[3.9) 

= (~;[H~,MJ) + <OJ~;oT(MJ). 

Here we have assumed without restriction in generality that 
Q~. 0 

Proposition 3.3: LetMEfiJ(LP)and !AaE..c{' A,;aEll bea 
net with IIAa II<IIM II, 'v'aEl, andAa-Min the strong opera­
tor topology of vliP• (Such a net exists according to Ka­
plansky's density theorem.) Then 

a-w lim L (3(Aa) = L(3(M) 
a 

= a-w lim LAJAal. (3.13) 
a 

Proof (i) Relation (3.10) implies that for every 
MEfiJ(LP) there is a net !A ~E..c{'Ay;rEl'l with A ~_M and 
L PiA ~)-L P(M) in the a-weak topology of YJ(2(3)' Thus 
the net (Ao - A ~;(a,r)El XI 'l tends a-weakly to zero, and 
for CE..c{' 0 [assume N c: = (oJ1;C *C ) > 0] 

(d/:;L"(Aa -A ~) 

- (oJ1;LP(C*)(A a -A ~lC 

+ C*(Aa -A ~)LP(CJ)/Nc 
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tends to zero, which leads to the first equality in (3.13). 
(ii) We estimate 

I (ifc;U~(M) - [HA",Aa]> I 

.;;;1(w~;LP(M) -LP(Aa)1 

+ I (w~;L P(Aa) - [HAa,Aa PI, 
where the first summand goes to zero by (i). By the use of 
(2.19) and (3.12) we write the second summand in the form 

Itr-:{JC~"C*[H~" -HA",Aa] liNe I 

.;;; Itr-:{" [( [C,H~" - HAa ]p~" C * 

+ C~"[C*,H~,, - HAJ)Aa J/Nel 

+ Itr-:{JC [p~",H~" -HA,,]C*Aa]/Nel· 

Again using the trace property of tr-:{ the first term can be 
written as the sum of two scalar products in:J'rp and is seen 

to tend to zero by (3.2). Since H~a - HA" = H~~, - H~" 
and H ~a commutes with~" the second term gives 

I ([ H~a'~a ]~,~ lf2p ,(C*AaC - C*MC)f2p ) 

+ L}rAa[p~a[H~",A<P]]dllP(cp)l, 
where C * MC = :S ~1'1T (A 'I' )d/1P (cp ). Here the first term is 

./ 'I' 

dominated by 

II [H~a'~,,]~: lf2pIIIIC*IIII(Aa - M)Cf2pll 

in which the first norm expression is bounded according to 
the Appendix and the last norm converges to zero by our 
assumption. Since by Proposition 3.1 for every cpEYP the 
integrand tends to zero uniformly in cp the entire integral 
expression tends to zero, too, and this proves the second 
equality in (3.13). D 

From the proof one has the impression that, in general, 
the convergence relations in (3.13) can hardly be improved. 
For special cases we show in Sec. IV that the a-weak conver­
gence is in fact a strong operator convergence. 

There are only few and not easily applicable criteria for 
proving a closed derivation to generate a W * -automorphism 
group. In virtue of the explicit form of L P we can proceed 
here directly. The essential idea is to show that J/! is a core 
for the generator. 

Lemma 3.4: The molecular field values m~ for the pure 
phase states cpEYP satisfy the self-consistency relations in 

:J'r<p 

m~ = tr; [pfs~] (3.14) 

for every [i] =iE'l.d and m~e is analytic in e. 
Proof We have for cpEYP 

m~ = (cp;m~ 1'1') 

= lim(cp,s~/IA I) = (cp;s~) 
A 

for every iE'ld by permutation invariance and this may be 
written as in (3.14) by means of the local density matrixp~, 
A = i. Thus 

(2.31) 

m~e = tr; [pfosf] = tr; [ a _ e (pf)sn 
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which is analytic in e by (2.21). D 
Theorem 3.5: L P is the generator of a a-weakly contin­

uous W*-automorphism group [~;tER] CAut(vk/3) which 
leaves J/~ riff':;, invariant, for all A E . .;!". There it holds 

~(M) 

= L<fJr;1T'f' (exp(itH r)exp(itDA )A 'I' 

X exp( - itD A )exp( - itH rlld/1/3(cp) (3.15) 

where, as before, H'J: = H ~ - D,1 and cpt: = v{ (cp ) . 
Proof (i) For MEJi':;, let us define the transformations 

~(M) by the rhs of (3.15), which is a well-defined prescrip­
tion since D A and H r are additive in A and thus (3.15) does 
not depend on which J/~ rLJi':;, is to contain M. From (2.31) 
and (3.5) we derive 

a_I(H~)=H~', /1P, a.e. (3.16) 

This gives 

exp(it '(H~ - DA ))exp(it 'DA )exp(it(H~" - DA ))exp(itDA) 

= exp(i(t' + t )(H~ - D A ))exp(i(t' + t )DA) 

which leads to the group property 

~,O~=~+I" Vt,t'ER, (3.17) 

if the iterated transformation is defined. 
(ii) From (3.15) we also infer that ~ leaves .~~ invar­

iant. Ifwe replace in (3.15) in the argument of 1T<p the symbol 
cp by cpe and assume MEJi~ rLJi! ' and if we use (3.3) and 
(3.6) to conclude that H~er is analytic in e with bounded 
derivatives, we arrive at the invariance of J/~ under~, for 
all tER. By inspection we further observe that ~ is a *-iso­
morphism of J/~ for all tER. In order to check the a-weak 
continuity in t, we investigate (if;;~(M) for a normal state if; 
on J/P and for MEJi~ rLJi! . This expectation is an /1/3-
integral over expectations which are continuous in t and uni­
formly bounded in cpEYP. 

(iii) Ifwe calculate (wP;~(M), MEJi~rLJi~, by 
means of the local density operator ~ from (3.8) we observe 
the dropping out of the H~r-terms, which commute with the 
p~ , and are left with (w/3;a~(M) = (wP;M). 

(iv) The combination of (i), (ii), and (iii) shows that the ~ 
are extendable to elements of a a-weakly continuous W*­
automorphism group of J//3, designated by the same sym­
bols. 

(v) From the foregoing considerations it follows that 
J/! is left invariant by the ~, is a-weakly dense in J/P, and 
is in the domain of the generator of the dynamical group. 
Thus, .ff~ is a core for the a-weak generator of this W*­
system (Ref. 1, Corollary 3.1. 7). Since J/':;, contains.r;1' 0 it is 
also a core for L P [ef. (3.10)], and since the generator of the 
W*-system coincides there with L P it follows that L P is, in 
fact, the generator of [ ~;tER ]. D 
In the preceding discussion of the finite-time dynamical 
transformations ~ we have used the disintegrated form of 
elements MEJiP into the pure phase components to study 
the peculiarities of these transformations. In this way it is 
made evident, that the physical dynamics transforms the 
pure phase into each other and that its explicit formulation 
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requires the subtraction terms D A' which locally do not 
show up before performing the thermodynamic limit, and 
neither show up in the infinitesimal generator L (3. They drop 
out only if the symmetry under gauge transformations is not 
spontaneously broken. 

On the other hand, it is quite natural to introduce the 
KMS-automorphisms generated by the reduced Hamilton­
ian locally in the form 

~r(M): = exp(itHr:;)M exp( - itHr:;), M~II~. (3.18) 

With this (3.15) gives 

~= ~roaf 

and the group property of ( ~;tER J implies 

~roaf, = a~, o~r, Vt,! 'ER. 

IV. LOCAL APPROXIMATION OF THE LIMITING 
DYNAMICS 

(3.19) 

(3.20) 

The crucial step for deriving the convergence of the lo­
cal finite-time-transformations to the limiting dynamics 
from that of the Heisenberg generators is the following re­
sult. 

Theorem 4.1: For all AEsf 0 and all nEN we have in the 
GNS-Hilbert space:J'r{3 

s-lim L ~ (A ) = L (3"(A ) (4.1) 
A 

[where LA is defined in (3.2) and L {3 in (3.10)]. 
Proof (i) Since (s;'; a = 1,2 .. ·k 2J is a basis in sf; there 

are "tabe EC, independent of i, such that 

[s;',s1J - = rAabe~. 
e 

We calculate, with m~ =~/IA I, 

a.e 
which gives by linear superposition 

a.c 

(4.3) 

The strong convergence of the norm-bounded m~ for A - 00 

entails that of(4.2) and (4.3). To perform a complete induc­
tion for the simultaneous iteration of (4.2) and (4.3) let us 
assume that the existence ofs-limA L ~(sf) and s-
limA L ;;'(m~) together with the norm-boundedness of these 
nets has been proved for 1 <m<n - 1. Using (4.3) we obtain 

L~(m~) 

o.c 

+ L " - I( 0 c + c a )J go A mAmA mAmA . 

The last term is by means of the Leibniz formula a sum 
of L ~ (m~)L ~ - I - k(m~ i-expressions, where I <k<n - 1, 
which are norm-bounded, strongly convergent nets of opera­
tors in view of the induction hypothesis. Thus the total 
expression is convergent and norm-bounded and the analo­
gous reasoning applies to L ~ (sr). 

2599 J. Math. Phys., Vol. 25, NO.9, September 1984 

(ii) In virtue of Lemma 3.4 JI':, is invariant under L /3", 
for all nEN. Relation (3.2) and Proposition 3.3 imply 

a-w lim L ~ (sr) = L (32(Sr) 
A 

and (i) shows that this limit is approached also in the strong 
operator topology. Thus the reasoning can be repeated for 
L ~ (sf), and so on. In this way we have proved (4. I) for 
A = sr, band i arbitrary. 

(iii) An arbitrary AEsf 0 is a finite sum of products 
® iEA s~ for some A EX. Applying the Leibniz rule once 

again, we observe that L ~ . ( ® iEA s~ ) is a finite sum of finite 

products I1iEAL ~" (s~'), n;ENu( 0 J, the factors of which are 
norm-bounded and converge because of (ii). Thus (4.1) is 
proved for general AEsf o' 0 

As far as we know the subsequent reasoning for proving 
the convergence of the local dynamical power series has been 
published for the considered class of models only for the case 
of pure phase representations and only for the KMS-dynam­
ics (cf. Ref. 6 and references therein). (In Ref. IS the analo­
gous problem is discussed for a rather general class of repre­
sentations but for z-z-spin interactions only.) Since a 
detailed elaboration of all necessary steps of our general case 
is given in Ref. 7, we outline here only the proof ofthe follow­
ing result. 

Theorem 4.2: Let r;, tER, be the a-weakly continuous 
W*-automorphism group of JI{3 introduced in Theorem 3.5 
and denote by r! the inner W * -automorphism groups gener­
ated by LA' AEX. Then it holds for all tER 

s-lim r!(A ) = r;(A), AE..o?a, (4.4) 
A 

where the convergence is uniform in all finite t-intervals. 
Proof (i) By complete induction with respect to nand 

IA lone finds for every Auf" A' nEN, and AEX 

IIL~,(A )11 <c(A )n!M;~I' VA 'EX, (4.5) 

where the positive constantsc(A ) and MIA . depend only onA 
and IA I, respectively. 

(ii) In virtue of (i) and Theorem 4.1 one obtains 

s-lim I L :~ . (A ) t ~ = I L (3"(A ) t ~ , 
A n = 0 n." = 0 n. 

for It I < l/M!;I J. (4.6) 

SinceL {3 generates r;, the rhs ofEq. (4.6) coincides with 
r; for the specified, A-dependent t-interval. 

(iii) The extension of (4.6) to all of the t-axis is effectuat­
ed by theorems for analytic functions with uniform boun-
dedness properties. 0 

Summing up we have shown that the local interactions 
between the atomic constituents of a macroscopic system, 
which is weakly coupled to reservoirs, lead in a unique way 
to a limiting dynamics with a nontrivial classical part, if the 
invariance under gauge transformations is spontaneously 
broken in the thermodynamical equilibrium state. This sym­
metry breaking is here a property of the local interactions 
and not brought about-as is usual in elementary particle 
theories-by an additional external potential of lower sym­
metry. For superconductors, superfluids and lasers, all of 
which are mainly treated by means of molecular field mod-
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els, the gauge group is, in fact, spontaneously broken below 
the transition temperature. (The equilibrium phase transi­
tion for a laser system seems not to be observable since the 
required photon density cannot be provided.) Formula (3.15) 
for the effective, temperature-dependent limiting dynamics 
exhibits then, beside the usual molecular field part, a rota­
tion of the macroscopic phase angle with a constant velocity 
proportional to the chemical potential. In spite of the exten­
sive literature on, e.g., superconductivity (cf. Ref. 16 and 
references therein) the latter feature seems not to have been 
derived before from a microscopic model theory, such as the 
BCS theory. Indeed, the two prerequisites for such a deriva­
tion, the multi phase representation and the systematic con­
struction of the closure of the dynamical generator, are lack­
ing in the usual treatment of many body physics. Thus, the 
time dependence of the phase is usually introduced only in 
an heuristic manner. If now two of those systems are weakly 
coupled, one obtains, for example, a time-dependent phase 
difference, if the systems have different chemical potentials, 
and this gives rise to so-called macroscopic quantum phe­
nomena. I

6-18 A model discussion in the spirit of the present 
investigation4 incorporates these phenomena into a general 
quantum dynamics which is uniquely determined by the mi­
croscopic interactions. If we apply the concepts of hierarch i­
cal systems (cf. Ref. 9, Chap. 6.2) to our models and call the 
local aspects the "lower level" and the classical aspects the 
"higher level" of our description, we establish on the one 
hand a remarkable coincidence of our results with the gen­
eral scheme, especially we find the two time scales character­
ized by H ~ and D A' respectively, but we would like to em­
phasize on the other hand, that the lower level "explains" the 
higher level, if the contacts of the system to the surrounding 
(represented by the reservoirs) is specified. 
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APPENDIX: ESTIMATE FOR PROPOSITION 3.3 

We derive here the relation 

(*) 

where the positive constant C is independent of A, and com­
plete by this the proof of Proposition 3.3. 

(i) From (3.8) we have 

~ = exp( - ~~ -f3H';;) 

= LEIl/31T'I' (exp( - ~~ - f3Hr))dIJf3(qJ) 

which, in fact, is an invertible element of 1~. Since 

II [H~,~ ]~-lnf3112 

= LJI[H~'P~ ]p~-ln'l'112dlLf3(qJ), 
it is sufficient to prove (*) for every pure phase representation 
with a qJ-independent C. In the following all quantities refer 
to a fixed pure phase representation in spite of the index qJ 
having been dropped. Furthermore, we set 
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H~ H A, H~r_KA' 1T'I'(.nf)-.nf. 

(ii) For every iE'ld we choose a complete set of matrix 
unitsof.nfi: IP~i.£'i;€i'€;= 1, ... ,k 2

) with 

P~i."iP~i.TJ·i = 8<'i.TJiP~i.TJ·i' 2?~i"i = 1, 
.i 

which diagonalize Pi and Ki 

Pi = LA. ~iP~i,<i' Ki = LE~iP~i"i' 
ei ei 

For every AE2" we denote the vector (€i; iEA ) by c, the set of 
all such c's is denoted by I A • For c, c'ElA we set 

1A'-II1i EA'_~Ei p A ._ pi 
/L. IE' - /L, tEi' IE' - ~ tEi' tE.e'· -.® Ei,e'i 

iEA iEA lEA 

and obtain by the fact that qJ is a product state 

PA = LA. :P~. 
tEEIA 

with positive square root 

P
I!2 = . ~ (A. A)I/2pA ='W 
A . ~ IE tE,E' A' 

tEE/A 

In cW' A : = .nf A fl C cW'( cW' 'P) we have the orthonormal ba­
sis 

In:.., =P:'.,wAln; c,c'ElA ) 

with the property 

(n,n :'.,) = trA IPAP:'"WA I) = 0, for c=j:.c'; 

([HA ,PA ]PA In,n",,) 

with 

= (n,(HA - PAHAPA- I)P:'"WA Ifl) 

= (n,HA P:'"wA In) - trA I WAPAHAP:'" )/A.: 

= d""(n,HAP:'"wA In), 

d,/ = (1-A."IA.,), 

(iii) Denoting 

fA:=IAXIA 

we have 

II [HA ,PA ]PA In 112 

L d;,,' l(n,HAP""WA In w· 
(tE,E'jE,/" /\ 

Since K A is diagonal and dE,' = 0 we may replace H A by (m a 

=m~!) 

HII -KII = Das~(m~ - 2ma). 
a 

Defining 

f II (cuc£): = I (C,C')E.J'II ;Ck ,c" fixed) 

it is sufficient to sum over UkEA U -' ,f II (Ck ,c,,), which en-
Ek,rEk 

larges the norm expression. For fixed (c,€')E.J' A (€ k ,Ck)' C k 

=j:. c,,' 
( n, ¥aS~ (m~ - 2ma)n :.,,) 

= (n,¥a2s%(m~ - ma)n:.,,) 

= (n,+2ga( 1~21 +~( ~'I _ ma))n:'E) 
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with A ': =A \k. 
We decompose the sum over fA (Ek,E~), Ek =l=E~, into 

four parts. Stipulating (E,E')d A (Ek ,E~) the first is 

~ I (n, I2gas,!/n :'E')/ IA 112 (E,E I a 

= l(n'~2gas%2n;k'E'k) / IA '1\~,~1'2' 
where the completeness relation in JYA \,k has been em­
ployed, The second is 

(t;{n'~2ga(s%2/IA l)n:.E,) 

X (n :'E" ~2gbS~ ( ~ 'I - mb)n ) 

=" n 2 _k_nk , ( 
5':.2 ) 

tt, , ga IA I Ek,Ek 

k b ( (s~, b)) X(n Ek,E'k,2gbsk n) n, !AT - m n . 

Observing 

(n,( ~~'I _ mb)n ) = _ I~bl ' 

the modulus of the considered term is dominated by C21 
IA 1

2
, The third term is similar to the second one and the 

fourth is 

= I(n,2gas~n ;k,E'k)(n ;k,Ek' ,2gbs~n ) a,b 
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where the last expectation value leads to the upper bound 
C4 /1A I, The positive constants C j ,,,C4 areA- andk-indepen­
dent as well as tp-independent. The k-summation in the aug­
mented norm expression is thus compensated by a factor II 
IA I and the norm itself is dominated by a A - and tp-indepen­
dent constant. 
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The solution of the Dirac-Coulomb equation obtained by Wong and Yeh is interpreted in terms of 
the SU(2) X SO(2, 1) group. All electromagnetic transition probabilities can be considered as 
matrix elements of the tensor operators of this group, and evaluated exactly. The cases considered 
include transitions from bound-to-bound, bound-to-continuum, and continuum-to-continuum 
states. 

PACS numbers: 02.20. + b, 1l.10.Qr, 12.20. - m 

I. INTRODUCTION 

We wish to present in this paper a group theoretic treat­
ment of the Dirac-Coulomb equation in terms of 
SU(2)XSO(2,1). Though various authors l

,2 have used other 
groups such as SO(4, 1) and SO(4,2) to deal with the relativis­
tic Kepler problem, we find that it is simpler and more direct 
to use just the product group SU(2)XSO(2,1). Besides, in 
using the groups SO(4,1) and SO(4,2), there is an implicit 
involvement ofSU(2) and SO(2,1) as subgroups. 

We shall show that the solution of the Dirac-Coulomb 
equation obtained by us3 can be interpreted under the pro­
duct group SU(2)XSO(2,1). The group SU(2) is responsible 
for the angular momentum and spin part of the wave func­
tion and SO(2, 1) is responsible for the radial wave function. 
The idea that SO(2,1) is involved with the radial wave func­
tion of the Schrodinger equation is well known in the litera­
ture; see, e.g., Bacry,4 Miller,5 and Armstrong. 6 However, in 
trying to connect the Schrodinger wave function directly 
with the basis function ofSO(2, 1), Miller and Armstrong had 
to introduce two parameters z and t, where t is not directly 
related to the radial parameter r. [See, however, Chacon, 
Levi, and Moshinsky, J. Math. Phys.17, 1919 (1976), for the 
interpretation of t as time in the Schrodinger picture.] We 
shall restrict our parameter to the one single variable r, or 
equivalently p. In doing so we have to consider a slightly 
modified wave function G, which is related to the Schro­
dinger wave function R by the simple relationship 

G=p3/4R. (Ll) 

What we say about SO(2, 1) actually applies to G. How­
ever, since G is related to R by the simple relation Eq. (1.1), 
once we know the group theoretic significance of G we can 
obtain all results connected with R. The solution to the 
Dirac-Coulomb equation obtained by us3 is very similar to 
the corresponding Schrodinger equation. Thus we can trans­
fer the group theoretic interpretation from the Schrodinger 
case to the Dirac case. 

The electromagnetic transition probabilities of the rela­
tivistic electron in a Coulomb field can thus be considered as 

-I Current address: Naval Weapons Center, Code 3313, China Lake, CA 
93555. 

matrix elements of the tensor operators under this group. It 
is our intention to show that these matrix elements can all be 
evaluated exactly. We have thus a twofold result. First, from 
the group theoretic point of view, it shows that, according to 
the Wigner-Eckart theorem, both the reduced matrix ele­
ments and the Wigner coefficients of SO(2, 1) can be explicit­
ly identified, and second, from the physical point of view, the 

electromagnetic properties of the relativistic electron in a 
Coulomb field are also exactly known. 

It should be mentioned that the exact solution of the 
relativistic Coulomb problem using SU(2) X SO(2, 1) was also 
given in a paper by Barut and Bornzin. 7 (We wish to thank 
the referee for bringing this paper to our attention.) How­
ever, it seems that the solution we obtained in Ref. 3 is more 
explicit. Group theoretical calculation of transitions from 
bound-to-bound, bound-to-continuum, and continuum-to­
continuum states have also been discussed by Barut and Wil­
son8 (bound-bound, nonrelativistic), Barut, Rasmussen, and 
Salamo, 19 (continuum-continuum, elastic scattering), 11 10 

(bound-continuum). Again we wish to thank the referee for 
bringing these papers to our attention. 

In Sec. II, we start with the Schrodinger equation and 
show how it can be interpreted under the group 
SU(2) X SO(2, 1). This interpretation is then carried over to 
the Dirac-Coulomb equation, according to the solution ob­
tained by us. 3 In Sec. III, we show that the electromagnetic 
matrix elements of the relativistic electron in bound-bound 
transitions can be exactly evaluated. This corresponds physi­
cally to the transition probabilities of the discrete spectrum 
of hydrogenlike atoms. In Sec. IV, we obtain the exact re­
sults for bound-continuum transitions. This corresponds 
physically to internal conversion and the photoeffect. In Sec. 
V, we obtain the exact results for continuum-continuum 
transitions. This corresponds physically to bremsstrahlung 
and its inverse process, pair creation in the presence of a 
Coulomb field. 

II. SU(2) X SO(2, 1) FOR THE DIRAC-COULOMB 
EQUATION 

The Dirac-Coulomb equation can be treated in a simi­
lar way as the Schrodinger equation as far as its group prop­
erties are concerned. We shall therefore start with the Schro-
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dinger equation. The complete wave function of the 
Schrodinger equation is 

¢(r,(),~) = R (r)Ylm(()'~)' (2.1) 

where Ylm ((),~ ) is the usual spherical harmonics and 

R (r) = Ne- I
/
zp /IFI ( - n + 1+ 1,21 + 2,p), (2.2) 

N- - (2.3) 1 [ (n + I)! ] 112 (2Z)3/2 
- (21 + I)! (n - I - 1 )!2n n ' 

p = 2Zrln. (2.4) 

The radial wave function of R (p) satisfies the equation 

~~ (p2 dR) + [.!:. _ ~ _ 1(1 + 1)]R = O. (2.5) 
p2 dp dp p 4 p2 

Now we define the "modified radial wave function" G (p) as 

G(p) =p3/4R (p). (2.6) 

Then we find that G (p) satisfies the equation 

_pd
2
G _~dG +~G+ 4/(/+ 1) + 3/4G =nG.(2.7) 

dpz 2 dp 4 4p 

N ow we assert that G is the basis function for the "posi­
tive discrete series representation" of SO(2, 1), with genera­
tors 

J I =J3 - !p, 

J 
. d i 

z= -IP---· 
dp 4 

(2.9) 

(2.10) 

One easily checks that J I, Jz, and J3 are the generators 
of SO(2, 1) since 

[JI,J2 J = - iJ3, [Jz,J3J = iJI, and [J3,Jd = iJ2• 

(2.11) 

Also the Casimir operator 12 is 

12 = -n -n +J~ =/(/+ 1). 

The matrix elements of the generators are 

J3Gni = nGnl , 

(2.12) 

(2.13) 

J +Gnl = (JI + iJZ)Gnl = [In -/)(n + I + I)J I/ZGn + 1,1' 

(2.14) 

J_Gnl =(JI -iJ2)Gnl = [(n +/)(n -1-l)]1/2Gn _ I,l' 
(2.15) 

Thus the "modified Schrodinger wave function" Gnl ( p) 
Ylm ((),~) is a basis of the representation SO(2, 1) X SO(3) with 
generators J I, Jz, J3 for SO(2,1) and LI' L z, L3 for SO(3), 
where L = rXp is the angular momentum operator. 

For the Dirac-Coulomb equation, the generators of 
SU(2) are now the total angular momentum J, where 
J = L + S. Here S is the spin angular momentum S = !u, 
where (71' (72' (73 are the Pauli matrices. The spinor wave' 
function xt are 

xt=I[ I ! j]Yf-T((),~)X~/2' (2.16) 
T f-l - 'T 'T f-l 

where 

K=W(j +!) (2.17) 
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(2.18) 

(2.19) 

Thus we see that three quantum numbers are required 
to completely specify the state:j, W, f-l' or equivalently j, I, f-l' 
becausej, I, and ware related to each other according to Eq. 
(2.18). The complete solution to the Dirac-Coulomb equa­
tion is3 

(
i(E(KlY) - m)1/2~,!(_ Y)~-K) 

¢=N _ 1/2 ' 
W(E(Kly) + m) ~'!(Y)xf 

(2.20) 

where 

A (Y) = Iyl + ~(w - 1), (2.21) 

y = w[(j + !)Z _ (Zezf] liZ, (2.22) 

A. _ [r(U + 2 + n)F(n + 2)] liZ 

'/',!(y) - r(U + 2) 

xp,!el -
IIZ

)PIFI( - n"U + 2,p), (2.23) 

n, = ZezE /f-ll - A-I = n - A-I, (2.24) 

P = 21llr = 2(m2 
- EZ)I/Z, (2.25) 

N = 2n- l / z f-l~/Z[(n - y)!(n - y - 1)!rI/Z 

X [(n - y)(n - y + I)(E(Kly) - wm) 

+ (E(Kly) + wm)] -112. (2.26) 

Again we define the "modified radial wave function" G to be 

G'!IY)(P) =p3/4~,!(y)(p). (2.27) 

Then G'!IY)(P) is a basis function ofSO(2,1) with generators 
KI' Kz, K3 where 

K3 = _ P ~ _ ~ ~ + ~ + A (A + 1) + _3_, 
d pZ 2 d p 4 p 16 P 

KI =K3 - ~p, 

K 
. d i 

z= -IP- --. 
dp 4 

(2.28) 

(2.29) 

(2.30) 

Note that the solution in (2.20) is obtained after a trans­
formation S, where 

S = exp [ - ~ PzO'"f tanh -1(ZeZ 
/ K)], 

K = /3 (O'"L + 1). 

(2.31) 

(2.32) 

However, this transformation commutes with the genera­
tors K 1, K2 , K3 and therefore we have SKiS -I = Ki' 
i = 1,2.3. 

Comparing the Dirac case with the Schrodinger case, 
we see that the only difference is the change from I in the 
Schrodinger case to A, and the introduction of the additional 
quantum number w, which takes on the values of + 1 or 
- 1. Thus the bound states are completely specified under 
the group SU(2) X SO(2, 1). 

The continuum is also very easy to deal with. All one 
has to do is to reinterpretp. Bydefiningk = (Ez - mZ)I12, we 
find that the radial wave function for the continuum is a 
function of p = 2ikr, with everything else unchanged. The 
normalization of the continuum wave function will be dis­
cussed in Sec. IV. 

Thus we have shown that the wave function of the 
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Dirac-Coulomb equation is related to the basis function of 
the irreducible representations ofSU(2)XSO(2,1). 

III. ELECTROMAGNETIC MATRIX ELEMENTS AS 
TENSOR OPERATORS IN BOUND-BOUND 
TRANSITIONS 

In a previous paper I I we have obtained the dipole tran­
sition probabilities for hydrogenic atoms using the exact so­
lution of the Dirac-Coulomb equation. This result is equiva­
lent to the neglect of retardation effects. In this paper we 
shall give the complete result for this problem, including 
retardation and for all multipoles, both electric and magnet­
ic. 

The exact formula in bound-bound transitions has been 
given by Babushkin,lz Scofield,13 Rosner and Bhalla,14 and 
Moses.1 5 Moreover, the results of Babushkin and Scofield 
are basically contained in Rose, 16 who considered internal 
conversion. The result of Rosner and Bhalla differs from 
Scofield's in appearance. However, it has been pointed out 
by Grant 17 that the two results are the same under gauge 
invariance. Moses 15 has also given an alternate expression, at 
least for the electric part. The simplest form is given by 
Grant. 

According to Grant, the spontaneous emission prob­
ability per unit time for the transition {3---+a is 

A{3-+a = . 1 L L L 21TIM ap lz 
2ip + 1 L Ma M{3 

where 

= 2aw L (2}a + 1) (}p 
L (2L + 1) ! 

MaP =M;;P +M:p , 

- iL + 12L + 1 
M m 

- (K +K) ap - L(L _1)1/2 a p 

L 

o 

X L'" (galp + fagp)}dkr)r dr, 

M:p =iL {(z~ JIIZ[(Ka -Kp) 

X LX> (galp + fagP)}L+ dkr)r dr 

}a )ZIM 12 
I ap' 

-2 

(3.1) 

(3.2) 

(3.3) 

+ (L + l)L'" (galp - fagP)}L+ I (kr)r dr] 

(
L + 1)1I2[ - ~ (Ka -Kp) 

X 100 

(galp + fagP)}L _ dkr)r dr 

- L 100 

(galp - fagP)}L- dkr)r dr]), (3.4) 

where the solution to the Dirac-Coulomb equation is writ­
ten as 

.I.J.L _ (gX~ ) 
'f/K - if~-K ' 

(3.5) 
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X~ being the usual spinors. The f and g are normalized such 
that 

(3.6) 

This result can be easily carried over into our notation. 
Thus we obtain for the transition probability per unit time, 
for magnetic multipole radiation: 

r._ (m) = 2aw ~ (2L + 1)(2) + 1) 
a a .z. L (L + 1) 

L)2 
o ' (3.7) 

where 

I t = J} L (kr) [OJ gaia' + {i/gaIa ] r dr, (3.8) 

t/J = (~XJ.L_K). (3,9) 
wg X~ 

The selection rule for magnetic multi pole radiation is such 
that the term is zero unless} - !iJ + j' + !lii' + L is even. 
For the electric multipole radiation, the matrix element is 
zero unless the term above is odd. For the electric multipole 
radiation, we find 

r e - 2aw --1 {( L )1/2 
a' -0 ( ) - ~ (2L + 1) L + 1 

(
L + 1)1/2 }2 

- -L- [ (K - K')1 L 1 - L1 L-- 1 ] 

L)2 
o ' (3.10) 

where 

Thus the complete result can be obtained if one can 
evaluate the integrals in (3.8) and (3.11). For bound-bound 
transitions, these integrals are further equivalent to the fol­
lowing integral f. 

f = LX> e-J.L,r-J.Li(rl(21iI ryl(2Iii r)A' 

(3.12) 

where L ~ is a generalized Laguerre polynomial. This inte­
gral can be evaluated exactly by using the generating func­
tion of the generalized Laguerre polynomial, a technique we 
have used successfully in a previous paper. 18 Here we shall 
only give the final result. 

A convergent sum for the integral f can be obtained in 
all cases if we expand in powers of k Iii;. We can distinguish 
between two cases: (a) k Iii; < 1, and (b) k Iii; > 1. For case 
(a) we obtain the result 
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/' = I 1T1/22,l. +,l.' -L -I( _ )y+/)+ n;J.t; -,l. -L - 3 - 2/)- Yk L + 2/)J.tt + l' 
a,fl,y,/) 

rIA. + A. I + L + 3) r(~(A. + A. '+ L + 3) + 8)F(!(A. + A. I + L + 4) + 8) 

x 8!r(!(A. + A. I + L + 3)) r(!(A. + A. '+ L + 4))r(L + ~ + 8) 

x (A. + A. I + L ; 2 + 28 + r) (A. +A. I + L + ~ + 28 + r + a) G) 
X (A. - A. I + ~ + 28 + 1 + r) (r + U + 1 + nr - 13\, 

nr - a nr - /3 ) 
(3.13) 

where, without loss of generality, we have takenJ.t1 <J.t;. The series in (3.13) is convergent. For the parameters a and/3, they 
take values from 0 to nr and from 0 to n; respectively and are therefore finite. The summation over r is convergent because 
II. < 1/ ' • The summation over 8 is convergent because k IJ.t; < 1. For different multipoles, the transition probability goes down 
,...1 ,...1 1 . . h 
roughly as (k 12J.t; )2L. This is the justification of the "dipole approximation" when the energy of the photon is ow, smce m t at 
case we have k IJ.t; < 1. Also we can see that this is equivalent to the neglect of retardation, since in that case we also have 
k IJ.t; < 1. 

For case (b), k IJ.t; > 1, we obtain 

/' = 1T1/22-,+,l.'-L-I J.tt J.t;,l.'k -1,l.+,l.'+3)r(A. +A.' +L + 3) 

{ 
~ sin [(1T12)(L - A. - A. ')]r(!(A. + A. I + L + 3) + 8)r(!(A. + A. I - L + 2) + 8) 

X a.tr,t> r WA. + A. I + L + 4))r (!(A. + A. I + L + 3))r (! + 8)8! 

X ( - l)/)(28)!J.t\J.t;2t> - l' (nr + A. + r - a) (n; + A. '-; 28 - r - /3) 

k 2ba !(r - a)!f3 !(28 - r - /3)! nr - a nr - /3 

+ I COS[(1T/2)(A. + A. I - L )]rwA. + A. I + L + 4) + 8')F(!(A. + A. '+ L + 3) + 8 ') 

a'{3 'y'f>' r (!(A. + A. I + L + 3))r (!(A. + A. I + L + 4))r (~ + 8 1 )81!a l !(r' - a ' )!/3 '! 

X k - 2f>' - IJ.tiJ.t;2b - y + I (nr + A. + r' - al

) (n; + A. I + 28' + 1 - r' - /3
1

)}, 

(28' + 1 - r' - /3 ')! n; - a' n; - /3 ' 
(3.14) 

where we have used the relation 

r(z)r(1 - z) = 1T CSC(1TZ). (3,15) 

This series is also convergent. The summation over 
a(a') and /3 (/3 ') goes from zero to nr and zero to n;, respec­
tively, and is therefore finite. The summation over r(r') is 
convergent because J.t II J.t; < 1. The summation over 8 (8 ') is 
convergent because J.t; Ik < 1. For different multi poles, the 
transition probability goes down as 2 - 2L, Thus when the 
photon energy is large, higher order multi poles, at least for 
the first few, might be important. 

Finally we wish to mention a new selection rule for 
magnetic radiation. This rule is that if wand Wi are of oppo­
site sign, then the magnetic radiation is negligible. Using this 
rule, we easily conclude that S1/2-d3/2 transitions are for­
bidden magnetically. This result was deduced by Rosel 6 

after considering nuclear forces in a lengthy way. However, 
our results are straightforward and can be applied to other 
angular momentum states. 

IV. BOUND-CONTINUUM TRANSITIONS 

In the case of bound-continuum transitions, there are 
two distinct processes: (1) internal conversion and (2) pho­
toeffect and its inverse process, radiative capture. 

For internal conversion, the relevant tensor operator in 
the radial integral is a spherical Hankel function of the first 
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kind. The internal conversion coefficient, as one can expect, 
increases as L increases, and therefore from the mathemat­
ical point of view, the series does not converge as L increases 
to infinity. However, in actual practice, one need not calcu­
late beyond, say, L = 10, since then the photon number be­
comes extremely small. For the photoeffect, the relevant ten­
sor operator is the spherical Bessel function, just as the 
bound-bound case, and the series converges as L increases. 

There is also a difference in the continuum electron 
wave function between internal conversion and photoeffect. 
For internal conversion, the continuum wave function can 
be taken directly from the solution of the Dirac-Coulomb 
equation with a suitable normalization, for example, in the 
energy scale. For the photoeffect, the outgoing electron wave 
function must be written in the form of a plane wave plus its 
scattered part. Therefore it must be written as a superposi­
tion of solutions to the Dirac-Coulomb equation. In this 
section we give a detailed construction of such a wave func­
tion. But first let us discuss the internal conversion coeffi­
cient. 

The main work on internal conversion coefficients was 
done by RoseI 6,19,20 and his co-workers. In this paper we 
shall restrict ourselves to the "static" part of the nucleus. 
Moreover, we shall treat the nucleus as a point charge. Our 
main interest is in the correct expression for the normalized 
wave function of the electron, and in the analytic evaluation 
of the radial integral. 
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For the photon vector potential we use the multipole 
expansion as given by Rose. 16 Then we obtain basically two 
internal conversion coefficients f3 L and a L' corresponding to 
the magnetic and electric multipoles, respectively. In a deri­
vation completely similar to Rose except with regard to fac­
tors in the averaging process, 

f3 = rrak (2/ ' 1)" 
L L(L + 1) + ~ 

X(2j + 1)(2j - w + 1)C 2(j - iw,/ + iW',L,O,O) 

X W 2(" 1-"" I-/IL)( ')2/+ j,j - 2W ,j ,j + 2W '2' K + K L' 

/ l = I'" h ~)(WgJK' + ilJ' gK' iK)r dr, 

h (I) - (rr/2kr)1/2HII) (kr) 
L - L+l' 

j - ~w + / + !w + L = even. 

We also note that 

( 
2L+1 )(j 

- (2j-w+1)(2/+w'+1) i 
/ 
-i 

1)2 
° ' 

a L = rrak (2/ + w' + 1) I (2j + w + 1)(2j + 1) 
L (L + 1) K 

X W 2(j,j + !w,j',j' + ~w',i,L ) 

X) (K' - K) L'" h ~)_ I (Wg,j'K' + w'gK.fK)r dr 

+ L LX> h ~)_ I!Wg,j'K' - W'gK.fK)r dr 

+ L LX> h ~)(Wg,j'K' + w'gJK)r dr) 2. 

(4.1) 

(4.2) 

(4.3) 

(4.4) 

(4.5) 

(4.6) 

As one can see, our results in Eqs. (4.1) and (4.6) differ from 
those of Rose by a factor of (2/ + 1 )f(2L + 1). This comes 
from the difference in calculating the averaging process. The 
process is, according to Rose, to average over the initial 
states and sum over final states. We perform this operation 
by dividing the sum over the final states by (2/ + 1), the 
number of initial states. However, Rose performs this oper­
ation by dividing the sum by (2L + 1). Hence the difference 
of the factor (2/ + 1)f(2L + 1). We think our factor is cor­
rect because this result must agree with the corresponding 
result in bound-bound transitions. But our result agrees 
with Grane 7 as given in Sec. III. Let us also add that all the 
other authors such as Scofield, 13 Rosner and Bhalla, 14 do not 
have the factor (2L + 1) in their formula for bound-bound 
transitions. 

For the electron wave function in the bound state, we 
have the same g andfas in Sec. III. For the electron wave 
function in the continuum, we normalize the wave function 
in the energy scale such thae l 
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Then it is seen that 

where Np = normalization factor in the p scale, 

n (w) = (2prY'e - 17'1/2 IF (A + 1 + i71)1 e - ipr 
F(U + 2) 

Let us note that 

e - ipr IFI (A + 1 - i71,U + 2,2ipr) 

= eiprlFI(A + 1 + i71,U + 2, - 2ipr) 

(4.7) 

(4.8) 

(4.9) 

(4.10) 

because of Kummer's relation for the confluent hypergeo­
metric function. Thus.a (w) is pure real. 

Thef(w) is defined in exactly the same way and is also 
pure real. The radial wave functions for the continuum 
therefore satisfy the same reality conditions as those ob­
tained by Rose.27 However, they are simpler than Rose's in 
that eachf and g contains only one term of a confluent hyper­
geometric function. 

We also find that our normalization differs from Rose22 

in that we have an extra factor containing E 1(2. This comes 
from the relativistic equation 

E2 = m 2 +p2 

so that 

EdE=pdp. 

In changing from the p scale to the E scale, one has21 

_ (dE) - 1/2 _ (p) -1/2 R E - - R - - R. 
dp PEP 

(4.11) 

(4.12) 

(4.13) 

Therefore, the E 1(2 term must enter into the normalization. 
Now Bethe and Salpeter were considering the nonrelativistic 
casewhereE = k 2/2, and dE Idk = k. Therefore in the non­
relativistic case there is no E 1(2 term in the normalization. 
Rose left out the E 1/2 term because he used the nonrelativis­
tic relation, but not the relativistic one. The term E 1/2, how­
ever, is canceled by the term E -112 at the end of Eq. (4.8), 
which comes from the normalization of the first-order Dirac 
equation. 

Thus in the case ofinternal conversion, all we have to do 
is to evaluate the integral K. 

K = S'" e-I"i r + ipr I' + A' + 2 h ~)(kr)L 2~' + I (21i; r) 
n, 

o 

x IFI(A + 1 + i71,U + 2, - 2ipr)dr. (4.14) 

We have obtained a closed-form expression for K. The 
method makes use of the generating function for the general­
ized Laguerre polynomial, and the integral representation 
for the confluent hypergeometric function. The final result is 
given as follows. 

Again we distinguish between two cases: (a)li; I(k + p) 
< 1, and (b) Ii; I(k + p) > 1. Then in case (a) we have 
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K = L (- ilL + I (L + v)! (l.i r k - I - v r (2 + A + A I - v) 
a.13.v v!(L - v)! 2 

_ (- (2 + Af3+A I - V)} -Itlf[i(p + k )]-(2H+-<'-v+13i( _ 1(-a 

X(f3) (- U: - 2 -fJ\ 2FI(2 +A +A I +f3 - v,A + 1 + ;'7,U + 2, ~). 
a n, -a ) p + k 

(4.15) 

For case (b), (k + p)llt; < 1, we have 

K= L (_i)L+I (L + v)! (l.i)Vk-I-Vr(2+A+AI_v)(-(2+A+AI-v)) 
a'{3'v v!(L - v)! 2 f3' 

X( -ItIl-(2+-<+-<' - V+13'i[i(p + k )]13'( _ 1( -a' (- (2 + A +:. I - V + f31)) 

X ( - A I + A - ~ + f3 ') 2FI(2 + A + A I _ V + f3 ',A + 1 + iTj,U + 2, ~). 
n; -a p + k 

(4.16) 

Next we use Kummer's relation23 to transform the argument of the hypergeometric function in (4.15) and (4.16) from z to liz. 
Then we have 

2F I(2 + A + A I + f3 _ v,A + 1 + iTj,U + 2,2p/(p + k)) = r(U + 2)T(v - f3 - A I - 1 + i17) (_ P + k)2 +,1 +,1' +{3- v 

r (A - A I + V - f3 )T (A + I + i17) 2p 

X 2FI(2 + A + A I - V + f3,A I - A - v + f3 + 1,2 + A I + f3 - v - iTj,( P + k )l2p) 

+ r (U + 2)T (f3 + A - v + 1 - iTj) (_ P + k),1 + I + iT! 

rIA + 1 - Tj)r(2 + A + A I + f3 - v) 2p 

X 2FI( - A. + iTj,A + I + iTj,v - f3 - A I + iTj,(p + k )l2p). (4.17) 

Note that ifone has a term ( - 1),1 where A is irrational, 
we write it as ei1T,1 . The two hypergeometric functions in Eq. 
(4.17) are now convergent because (p + k )/2p < 1. Thus we 
have obtained an exact evaluation of the matrix elements in 
internal conversion. 

For the photoetfect, we have24 

du = (21T)-2IM 1
28(£)d 3p, 

M = - e(21T) I 12k -1/2 f d 3r t/!;a'Eeik"tPB' 

£ = (p2 + m 2)112 _ k - EB • 

(4.18) 

(4.19) 

(4.20) 

The bound state wave function tf;B is defined in exactly 
the same way as before. The continuum wave function is 
obtained by a superposition of solutions from the Dirac­
Coulomb equation such that it takes the form of a plane wave 
plus the scattered part asymptotically. We construct such a 
wave function in the same fashion as indicated by one of us in 
a previous paper.25 The four components of tf;p have the fol­
lowing form, where the small components occupy the first 
two rows and the large components occupy the third and 
fourth rows. Thus for It = !, we have in the first row, 

L - i/+ I (E(K/Y) - m)1/2 p/(cos 8)[/(1 + IJP/2 
/ E(K/y)+m 

X (ei!;/+ 'R + eit;/ R ). 
Pl+ I p[-l , (4.21) 

in the second row, 
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in the third row, 

~ ilp (cos 8) [(I + l)1 iI;/ + 'R + leil;'R ]. (4.23) 
~ I PI+I- 1 PI ' 

1 

and in the fourth row, 

~ i1p I(COS 8 )ei </> [/1;/+ 'R ] _ /t;/Rp
/. (4.24) 

£.. I PI+l-1' 
I 

where 

R A. = ...'-(2...:...:p-!.r)_,1 !.-W--'.(A---..:...+_l_+:.....1-!·17..'-.!...) 1 

r(U + 2)r(l + i17) 

Xe-iP'IFI(A + 1 - iTj,U + 2,2ipr), 

PI = (/ 2 
- a 2Z 2

)1/2, 

(2 .t;) -itrjp,-lir(pt+l+i17) 
exp I 1 = e , 

r(PI + I - iTj) 

(2 .t; ) -itrjP/+,-I-lir(PI+I +i17) exp I 1+ I = e . 
r(PI+ I - iTj) 

(4.25) 

(4.26) 

(4.27) 

(4.28) 

This construction is in complete accordance with the 
nonrelativistic case where the Schrodinger equation is used. 
Let us note that in the nonrelativistic limit, the third row 
reproduces the plane wave plus the scattered part obtained 
from the Schrodinger equation in parabolic coordinates. 26 

The fourth row vanishes, and the small components in the 
first two rows are negligible because of the factors under the 
square root. 

H has been shown in Ref. 25 that this construction gives 
the correct result for the Coulomb scattering of fast electrons 
in agreement with McKinley and Feshbach. 27 In each of 
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Eqs. (4.21) to (4.24) the first term refers to w = - 1 and the 
second term refers to w = 1. In terms of spinors X~ and the 
quantum numbers j and W, we can rewrite the third and 
fourth rows as 

/41i ).; P - 1I2W( j + ~ ) 112 

,.W 2 
x/(;}+w/2R 112 

Pj+ 1/2 + (112}((') - wt' K • 
(4.29) 

The first and second rows for the small component can then 
be written accordingly. In a similar manner we can construct 
a plane wave with J-l = -~. This is for the large component, 

/41i L P - 1I2(j + ~) 112 

j.liJ 2 

(4.30) 

and for the small component, 

/41i L W (E(K/Y) - m )ll2p+ 1/2(j + ~)l/2 
j.liJ E(K/Y) + m 2 

X/(;}+I,/2IWR - 112 
P

J 
+ 1/2 - (l/2)(w + l)X - K • 

(4.31) 

Combining Eqs. (4.21 )-(4.24), (4.30), and (4.31), we can 
write the electron wave function in the z direction as for the 
small component: 

/41i L (E (K/ y) - m ) 112 wr + 1I2(j + ~ w) 112 
j.liJ.1' E (K/Y) + m 2 

X ei
(;} + II/2Iw(W'J-l + 1/2 R Xl'· (4.32) 

J PJ + 1/2-{l/2)(&+ \) K' 

and for the large component, 

/41i L P - 1!2(j + ~)I12 e't;} + 11/21"'(wt + 112 

j.w.1' 2 
XR I'. 

Pj+ \/2 + (l!2)fa. - IIXK ' (4.33) 

where J-l = ±!. Our wave function is normalized to unit 
amplitude. 

So far the wave function is propagating in the z direc­
tion. In the case of the photoeffect the electron goes in the 
direction p', different in general from the direction of the 
photon k. Though it is possible to rotate the electron wave 
function, it is much easier to rotate the photon wave func-

tion. This is what we shall do in this paper. 
The photon vector potential A is thus expanded in mul­

tipoles 

'" L 
A = 1T L L iL §tp( <P ',() ',0) 

L=IM=-L 

(4.34) 

where P takes the values of + 1 or - 1, and ALM(m) and 
ALM(e) are given as follows: 

ALM(m) = - (2/1T)1/2jL(kr)YfL(()'¢ )(2L + 1)1/2, (4.35) 

ALM(e) = (211T)l/2 [(L + 1)1/2jL _ I (kr)Y L M L _ d(),¢ ) 

- L 1/2jL + I (kr)Y L M L + I ((),¢ )]. (4.36) 

The Y fL . ((),¢ ) are the vector spherical harmonics discussed 
by Blatt and Weisskopf.28 They are further expressed by 
Brink and Satchler29 as follows: 

[L (L + 1)]l/2YfL = LYLM , (4.37) 

[L(2L+l)]l/2yL-IYLML_J =V(yLYLM ), (4.38) 

[(L + 1)(2L + 1)]J12r-L-2YLML+ I 

(4.39) 

In Eq. (4.34), ()' is the angle between p' and k, where p' is 
now the z axis, and ¢ , is the azimuthal angle ofk. The angu­
lar integration can then be evaluated easily. 

The plane wave construction of the electron beam has 
been done by other authors, for example, Akheizer and Bere­
tetskii30 and Johnson and Deck.3 

J However, their expression 
seems to be more complicated. These authors rotate their 
electron wave function to its direction p' and hence obtain a 
more complicated expression. Weare able to avoid this pro­
cess by using p' as the z axis but rotating the photon vector 
potentiaL 

We now proceed to the exact evaluation of the matrix 
elements in the photoeffect. Without loss of generality, we 
take a' to be the continuum and a to be the bound state. The 
photon vector potential A has been expanded in terms of 
electric and magnetic multi poles. The selection rules that 
j + !w + j' + !w' + L = odd for the magnetic part and even 
for the electric part still apply. After performing the angular 
integration, we obtain the matrix elements as follows: 

(2j + 1)(2j' + 1) (2L + 1) 

2L (L + 1) 1T 

xfdr,zjL(kr) (_j _I 1_: L) {( j j' 
2 2 0 -J-l! 

L) [w g:P' + 112 (E '(K' /Y') - m )112 
M E'(K'/y') + m 

+ ( j 
-J-l 

j' L) [_ w .p' + 112 (E'(K'/Y') - m)1I2 
M g" E'(K'/y')+m 

(4.40) 
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withj + / + ~(w + w') + L = odd; 

(aIALM(e)la') = (_ W+I"+3/2- H / 

X( j / 
-! ! 

(q + 1)(2/ + 1) 
2r 

XJ' (kr)(L + 1 + K _ K')}wg*l + 112 (E '(K' /Y') - m)1/2 
L+ 1 K E'(K'/y') + m 

X{ IJ" _1/2eitj'-' /2R + IJ" + 1/2/tj'-'I2R } 
V PI-II2-1 V Pj'+1/2 

+ ( j 
-f.L 

/ L) [ { (L + 1)112 ( L )112 } _ ! M --z- jL - 1 (kr)( - L - K' + K) - L + 1 jL + 1 (kr)(L + 1 + K - K') 

XWg*p'+1I2(E'(K'/Y')-m)1I2{_~/_1/2/tj'-1/2R +~/+ 1/2eitJ'+'/2R } 
K E'(K'/y')+m Pj'_112-

1 Pj'+1/2 

{(
L + 1)112. ( L )112. }. ." - --z- JL_l(kr)(L-K+K')- L+l JL+l(kr)(L+l+K'-K) if:P -112 

X {~j , - 1/2eitj' - 1/2Rpi' _ 1/2 + ~j , + 1/2/tj' + 1/2Rpj' + 1/2 - 1 } J}, 
withj + / + ~(w + W') + L = even. 

(4.41) 

These formulas are very similar to those in Sec. III for bound-bound transitions, but now they represent the exact matrix 
elements in the photoeffect. In Eqs. (4.40) and (4.41), givenf.L and M, only one term in 

( . / L ) and ( j / L ) ~f.L ! M -f.L -! M 
will survive. Thus these equations are not as complicated as they look. 

It remains for us to obtain the radial integrals in (4.40) and (4.41). This can be summarized in the integral /: 

/ = f" L~: + 1(2f.Llrlh(kr)IFl(A' + 1 + i1],U' + 2, - 2ipr) 

Xe -I",r+ ip'rl' + A' + 2dr. (4.42) 

The final results are as follows. We distinguish between two cases. (a) f.Ll < k <p' + k, or k <f.Ll <p' + k, and (b) 
k <p' + k <f.Ll' 
For case (a), we obtain 

/= '" foK Lr (a + 1) (-a-I) P(iC)-a-l- p(_lja+ p(-U-2-.Bl 
tp 2L+ lr(L +~) (3 f.Ll a ) 

X ( (3 )F2(a + (3 + I,L + 3/2,A , + 1 + i1],2L + 3,U ' + 2, -: 2k ,-!L-), 
nr -a p - k p -k 

(4.43) 

a = L + A + A ' + 2, (4.44) 

c=p' - k. (4.45) 

For case (b), we have 

/ = L for(a + l)k
L 

(- 1 - a)( -lJ-a-1-p'(icr( - U - 1 + a -(3') 
a',p,2L+ 1r(L+3/2) (3' a' 

X( - W'+a+ I +11' (- :r-!~'- I)F2( -(3',L + 3/2,A' + 1 + i1],2L + 3,U' + 2, p-:~~, p,2~ k} (4,46) 

Next we write32 

2609 

F2(a(3(3 'yy',xy) = (1 - y) - aF2(a,(3,Y',(3 ',Y,Y',_X_,--=L), 
l-y l-y 
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Then we expand the F2 as follows: 

F2(a/3/3'yy',xy) = f (a)m(/3),m 2FJ(a + m,/3/,y/,y)xm. 
m~O (Y)mm. 

Finally we use Kummer's relation for case (a) 

(4.48) 

2FJ(abcz) = ;tr(~;(:)) (- z)a2F J(a,a + 1 - c,a + I - b,l/z) + r(c)r(a - b) ( - Z)b2F J(b + 1 - c,b,b + 1 - a,l/z). 
c-a r(c-b)r(a) 

For case (b) we use 

r (c)r (c - a - b ) 
2FJ(abcz) = 2FJ(a,b,a + b + 1 - c,l - z) 

r(c-a)r(c-b) 

r (c)r (a + b - c) cab 
+ r(a)r(b) (l-z) - - 2F J(c-a,c-b,c+1-a-b,l-z). 

Then we obtain for case (a) 

/ = L fiik Lr (a + 1) (- a - I) f1f31'a+f3+ J( _ l)a+ f3 
a,f3,m 2L+ Jr(L+3/2) /3 I 

X (_1 )L+A+A'+f3+ 3 (- U - 2 -/3) ( /3 ) (~)m 
p/ + k a nr - a p/ + k 

X (a+/3+ l)m(L + 3/2)m { r(U'+2)r(A'-a-/3-m-i1J) 

(2L+3)mm! r(U'+1-a-/3-m)r(A'+1-i1J) 

X -- 2FJ a + /3 + m + 1,a + /3 + m - U /,a + /3 + 1 + m - ..1/ + i1J, -p--(
p'+k)a+f3+ m+ J ( '+k) 
- 2p' 2p' 

+ r(U / + 2)r(a +/3+ m -A / + i1J) (p/ + k)A'+ I-i'l 

r(A'+1+i1J)r(a+1-/3+m) -2p' 

X 2F{ - ..1/ - i1J,A / + 1 - i1J,A / + 1 - a - /3 - m - i1J, P'2;' k)}. 

For case (b) we obtain 

/=" fiir(a+1) k L(-a-1) -L-A-A'-3-f3'(_i'f'( '+kf' 
a7m 2L+ l r(L+3/2) /3' PI P 

X( _ l)a'+f3'+a+ I (- U - 1 + a +/3') (- a -/3 -: 1) (-/3/)m(L + 3/2)m (~)m 
a/ nr-a (2L+3)mm! p'+k 

x{r(U'+2)r(A'+l+/3'-m+i1J ) F(-/3'+m,A'+l-i -/3'+m-A'-i -(P'-k)) 
r(U'+2+/3'-m)r(A'+I+i1J) 2 

I 1J, 1J p'-k 

xr(U / + 2)r( -/3' - I-A / + m - i1J) (- (p' - k))A'+ I +f3'-m+i'l 

r(-/3'+m)r(A'+I-i1J) p'+k 

X2F2(U / + 2 + /3' - m,A' + 1 + i1J,A / + 2 +/3/ - m + i1J, - (p' - k ))}. 
p'+k 

(4.49) 

(4.50) 

(4.51) 

(4.52) 

Equation (4.51) is convergent for the following reasons, 
The summation over L is convergent because k l(p' + k ) < I, 
The summation over/3is convergent becausep I/( p' + k) < 1 
by virtue of the case (a) condition. The summation over m is 
convergent because 2k I( p/ + k ) < 1, and the summation 
over A ' is convergent because p'/( p' + k ) < 1. 

All three factors are less than unity. The first one because 
p/ - k <p' + k <PI' Thus the summation over m and /3 / is 
convergent. The summation over A / is convergent because 
p/ <p' + k <PI' 

Equation (4.52) is convergent for the following reasons. 
The summation over L is convergent because k Ipl < 1 by 
virtue of the case (b) condition. The summation over /3 / and 
m goes as follows: 

(p' _ k )f3' - m (p/ + k)m (-#-)m. 
PI PI p+k 

2610 J. Math. Phys., Vol. 25, No.9, September 1984 

Finally we wish to remark that the three conditions 
with two from case (a) and one from case (b) exhaust all possi­
ble relations between PI' k, and p' + k. Thus the matrix ele­
ments for the photoeffect have been obtained in closed ana­
lytic form. 

V. CONTINUUM-CONTINUUM TRANSITIONS 

We now discuss the third case, continuum-continuum 
transitions. Physically, this corresponds to bremsstrahlung 
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and pair creation in the presence of a Coulomb field. 
It is interesting to note that this case has been essentially 

solved by Rozics and Johnson. 33 However, we have made 
some improvements on their solutions. First, with regard to 
the angular part, we have obtained a much simpler expres­
sion than theirs. Second, the electron wave function in the 
continuum used by us is also simpler than theirs. Third, we 
have put the final expresssion in such a way that it converges 
in all cases. 

The differential cross section for this process is given by 

d(7=~~P2E2kdkd!1k I fd!12 EIMI2, (5.1) 
(21T) PI pol 

where 

M = f d 3r ¢+(a)uoee'k.r¢(a'). (5.2) 

The photon vector potential is expanded in exactly the 
same way as in Eq. (4.34). The electron wave functions which 
must behave as a plane wave plus a scattered part have also 
been constructed in Sec. IV. We now wish to introduce one 

more symbol /b,. This is the phase shift for the complex con­

jugate of e
i
'" i.e., 

e
iD

, = (e i
"),,,. (5.3) 

It can be easily seen that eiD
, can be obtained from /" by 

changing i to - i. For example, if 

(5.4) 

then 

(5.5) 

Now we have to rotate the wave functions to their prop­
er directions. 

We choose PI to be the z axis, then the photon would 
have angles Ok' ¢k' and Pl would have angles Ol' ¢2' 

The rotated photon vector potential is written in exact­
ly the same way as in Eq. (4.34). 

The rotation to be performed on the electron wave func­
tion is limited to the space coordinates only, the spin coordi­
nates being unchanged. All primed quantities refer to the 
electron 1, and all unprimed quantities refer to the electron 
2. It can be seen that the rotated wave function is the follow­
ing: For the small component, 

X(jjJ' + 3/2e
i'H 11I21wR C {j - !tv 

Pj+ 1/2 - (1I2)(e;; + II \Jl _ T 
j) Y,.,-T T. 
Jl J - (lIlle;;X 112, (5.7) 

and for the large component, 

'" DJ+(1I21e;;(", 0 O)P-1I221T1/2(J'+.!.w)1I2(jjJ'+1I2 
. ~ 0.,., - T '1'2' 2' 2 

),CIJ,Il,T 

(

. 1-
X/'i+( 112)WR C J + '2lU 

Pj + 1/2 + (1I21(e;; - II Jl-T 
(5.8) 

Our rotated wave function (5.7) and (5.8) is essentially the same as that of Johnson and Deck,31 if one remembers thae4 

D~,m(a,/3,y) = (41T/(2/ + 1)) 1/2 y7'(P,y), (5.9) 

We can now evaluate the angular integration in M. We find 

(aluoALM(m)la') = ji+l(jjJ' + 112(jjJ" + 112(j + 1I2ai)1/2(j' + 1I2ai)l/2(2/1T)1I2 

X(2L + 1)1/2L -1I2(L + 1)-1/2 I J jdkr)rdr(K +K') 
V.T 

X R'" R K Y - m -, - R ... { (E '( 'I ') )112 
Pj+ 1/2 + (1I21(e;; - II PI + 1/2 - (1I2)(e;;' + I) E '(Kly') + m lU PH 112 - (1I211e;; + II 

_ (E (Kly) - m ) liZ} 
XRPI+I12+(IIZI(Oi'-lilU E(Kly) + m ' 

withj + j' + Wi) + w') + L = odd; 
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(alaoALM(e)la' ) = p+l(jjP+ 1I2W'I"+ 1I2(j + 1I2iJ)1/2(j' + 1I2iJ/)1/2 

X ~ f r dr(2j + W + 1)1I2(2j' + Wi + 1)1/22-1/21T-IYf;(rl2)iJ,(82,<P2) 

S e'{;1+(112)w·
e

,8j +(I12)w Wi K Y - m L). . {(EI( 'I ') )112 
o v EI(Klly/) + m 

XR ~+ 1/2 +(1I2)(iJ-I)Rp1+ 1/2 -(1I2)(iJ'+ I) [(L + 1)I/ZL -I/]L_I (kr)( - L - K' + K) 

L l/z(L I)-liZ' (k)(L 1 ')] _(E(Kly)-m)1I2 R * - + 1£+1 r + +K-K +liJ p. -(II2)(iJ+I) 
E(Kly) + m 1+ 112 

XR p1 + 112 +(II2)(iJ'-I) [(L + 1)I12L -1IZjL_I (kr)( -L +K' -K) - L 1/2(L + 1)-1/2jL+ I (kr) 

X (L + 1 - K + K')] } (5.11) 

withj + / + !(w + Wi) + L = even; and 

S-v = ( - 1 \I' - r (j -!w / + !W' L) C (j - !w ! j)c (/ +, !W' ! /) 
I 7" - P pi - 7" P - pi P _ 7" 7" P P _ 7" 7" pi' (5.12) 

Sv=(-lr-r(j+!W /+!w
' 

L )c(j+!W ! j)C(/+!WI ! f). (5.13) 
7" - P pi - 7" P - pi P - 7" 7" P pi - 7" 7" pi 

Let us now perform the integration over 8z, <Pz. This is obtained by taking 1M IZ and then integrating over dil2 • However, 
because of the orthonormality property of Y, we have 

(21T (1T 
Jo Jo y*;n(82,l,hz)Y;,:Wz,l,h2)sin 612 dez #2 = Dl/'Dmm,· 

(5.14) 

Hence the term Yj';-(rI2W(ez,l,h2) becomes either 0 or 1 
after the integration. The summation over 7" in S" and Sv can 
then be performed, leading to a product of a 3 - j symbol 
and a 6 - j symbol as before. 

It remains for us to evaluate the radial integral, which is 
of the form I: 

1= L" jL+ I (kr)R !(2ipr)RA' (2ip'r)r dr, (5.15) 

where R has been defined in (4.25). 
The basic structure of the radial integral is the product 

of three nonterminating hypergeometric functions. This in­
tegral can be immediately obtained in terms of a generalized 
hypergeometric function of three variables. In fact, math­
ematically this result extends to n variables, i.e., the integral 
of n non terminating confluent hypergeometric functions is 
equal to a generalized hypergeometric function of n varia­
bles. This formula can be found in Erdelyi et al. 35

: 

(00 v- 1M () M (ant) - P1td Jo t k,.I', - 112 a It ... Kn.l'n _ 112 e e t 

= at, .. ·anl'n(pi +A )-V-MFI.J.t +M) 

XFA ((V + M;J.LI - KI"'Pn - Kn' 

a l an) 
2PI· .. 2Pn; PI +A"'PI +A 

A = !(a, + '" + an), 

M=PI +"'+Pn, 

Re(v+M»O, Re(PI±!aq± ... ±!an»O, 
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(5.16) 

(5.17) 

(5.18) 

(5.19) 

I 
MKI' (z) = Z1l2 + I'e - Il2z IFI (! + p - K,2p + 1,z). (5.20) 

Since 

R *(21P' r) = F(I - iTJ) R (2ipr) 
A F(l +iTJ) A , 

(5.21) 

we can write the arguments of the three confluent hypergeo­
metric functions in (5.15) as 2ikr, 2ipr, and 2ip'r. In terms of 
formula (5.16), we have 

PI=A+1, P2=A ' +1, P3=L+~, 

a I = 2ip, a z = 2ip', a 3 = 2ik, 

PI = 0, V= -!, 
A = i(p + pi + k), 

M = A + A I + L + ~, 

(5.22) 

(5.23) 

(5.24) 

(5.25) 

(5.26) 

(5.27) 

I = 2A + A ' + L + 7 /2p~/A 'k L [i( P + pi + k )] - A - A ' - L - 3 

xF(A +..1, I +L + 3)FA(A +..1, I +L + 3; 

XA + 1 + iTJ,A I + 1 + iTJ',L + 3/2; 

xU + 2,2..1, I + 2,2L + 3,2 p( P + pi + k ), 

X 2p'l( P + pi + k ),2k I( p + pi + k )). (5.28) 

Without loss of generality, we can assume p > pi, P > k. 
Then we can distinguish between two cases. (a)p <pi + k. (b) 
P > pi + k. In case (a) the series FA in (5.28) is already conver­
gent since all three arguments are less than unity. Moreover, 
the summation over A, A I, and L is also convergent, since the 
fractions 2pl( p + pi + k ), 2p'/( P + pi + k), and 2k I 
(p + pi + k ), being identical to the three arguments in FA , 
are also less than unity. 

In case (b) we write FA as follows: 
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where 

(a,m) = ria + m)/r(a). (5.30) 

Then we use Kummer's relation to transform 2Fl in 
(5.29) from argument Xl to l/Xl according to (4.49). With 
this transformation, the integral I is expressed as a conver­
gent series for the following reasons. The function FA is now 
convergent since all its arguments are less than unity. The 
factor (2p/(P + p' + k ))''. which was the only divergent term 
original1y, is now canceled by the terms (- z) - a and 
( - z) - bin Eq. (4.49), since 

( I
-a p 

( 
2 )-,1-,1'-L-3 

-z = -p+p' +k 
(5.31) 

and 

-b ( 2p )-,1-l-i'l 
(-z) = - . 

p+p' +k 
(5.32) 

Thus we have obtained a convergent series for the radial 
integral in all cases. 

Let us now briefly compare our results with those of 
Rozics and Johnson. For the angular part, Rocizs and J ohn­
son obtained a very complicated result because they rotated 
all three vectors k, PI> and P2 to their respective directions. 
We are able to avoid this complication by choosing PI as the z 
axis, and rotating k and P2 with respect to Pl' We then obtain 
a single term Yj';-(~m;j' (02,<P2)in the matrix element M with 
regard to the variables O2 and <P2' This term can be easily 
integrated over dil2, because of the orthonormality property 
of Y. Thus our final result is expressed in terms of Ok and <Pk' 
which are both contained in the rotation matrix .!iJ t-p 
(<Pk>Ok'O) in Eq. (5.6). This result is much simpler than that of 
Rocizs and Johnson. 

For the radial integral, our result is basically the same 
as Rozics and Johnson, but with two additional remarks. 
The first remark is that mathematically this integral can be 
extended to the product of n confluent hypergeometric func­
tions. This result will be useful when one considers higher­
order perturbation using the exact Coulomb wave function. 
The second remark is that in the present case we have ob­
tained a convergent series valid for all conditions. 
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(5.29) 

Thus the relativistic Kepler problem has been solved in 
a form which is mathematically exact. 
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The paper deals with the direct linearization, an approach used to generate particular solutions of 
the partial differential equations that can be solved through the inverse scattering transform. 
Linear integral equations are presented which enable one to find broad classes of solutions to 
certain nonlinear evolution equations in 1 + 1 and 2 + 1 dimensions. 

PACS numbers: 02.30.1r 

I. INTRODUCTION 

The partial differential equations (PDE's) associated 
with the inverse scattering transform (1ST) (see, for instance, 
Ref. 1 for details) are structurally rich. It is clear from the 
work done in this field that these equations admit many 
kinds of approaches and studies. Broadly speaking (see, for 
example, Ref. 2), it is possible to group these approaches in 
two different classes: "algebraic properties" and "methods 
of solution." 

Among the algebraic properties one can associate with 
each of these PDE's are the existence of an infinite hierarchy 
of equations characterized by the same linear problem; the 
existence of infinitely many conserved quantities and of a 
Hamiltonian (sometimes bi-Hamiltonian) structure; the pos­
sibility of associating with these equations a so-called Back­
lund transformation (BT)-i.e., a nonlinear transformation 
connecting different solutions, etc. 

The methods of solution developed so far depend of 
course on the specific problem that one has to solve: the 1ST 
for instance is the appropriate tool to solve the initial value 
problem associated with these PDE's. 

In order to generate particular solutions there exist oth­
er methods: e.g., the BT; the Hirota approach '; the Dressing 
method3

; and the Riemann-Hilbert direct approach,4 intro­
duced by Zakharov and Shabat (ZS); etc. The Dressing meth­
od has been formulated via an integral equation of the 
Gel'fand-Levitan-Marchenko (GLM) type, and the Rie­
mann-Hilbert (RH) direct approach is based on a local ho­
mogeneous RH problem, used to generate solutions of the 
PDE. Later we will discuss in some detail the RH method, 
used often as a reference point of our analysis. 

In this paper we will concentrate on a particular meth­
od of solution: the direct linearization (DL), an approach 
used to generate particular solutions of the PDE's that can 
be solved through the 1ST. We will (a) discuss earlier work 
and will give a natural generalization, which captures a sig­
nificantly larger class of solutions; (b) stress the connections 
between this method and some of the main features of the 
1ST; and (c) compare this linearization with the RH direct 
approach introduced by ZS, showing their connections and 
differences. 

II. THE DIRECT LINEARIZATION 

The DL was introduced by Fokas and Ablowitz5 in con­
nection with the Korteweg-de Vries (KdV) equation 

a'Permanent address: Dipartimento di Fisica, Universita di Rama, 00183 
Rama, Italy. 

u, + Uxxx + 6uux = 0, u = u(x,t). (1 ) 

It is based essentially on the existence of an integral equation 

¢ (x,t;k) + if ¢ (x,t;l) eilx + ii', dA (l) = 1, (2) 
L 1+ k 

involving an arbitrary contour L and measure dA (I) which 
linearizes Eq. (1). In fact, under the assumption that the ho­
mogeneous version of (2) has only the trivial solution, the 
solution ¢ of (2) provides a solution u(x,t ) of the KdV equa­
tion through the formula 

u(x,t) = - ax l¢ (x,t;1 )ei1x + if', dA (I). (3) 

The original motivation for this result is associated with 
the, by now classical, 1ST (corresponding to u-o sufficient­
ly rapidly as Ixl--+oo) of the KdV equation. Specifically the 
integral equation (2), with contour and measure fixed and 
given in terms of the scattering data, is the integral formula­
tion of the matrix RH problem,2 

(¢ (X,t;k)) = G (x,t;k) (¢ (x,t; - k )). 
¢ (x,t;k ) ¢ (x,t; - k) 

(4) 

In (4) ¢ is the same as in (2), ¢ is another eigenfunction with 
appropriate analytic properties, and the matrix G is given in 
terms of the scattering data. 

Another motivation is based on the Rosales perturba­
tion approach6

; in fact the solution (3) can be interpreted as 
the sum of the perturbation series solution of the KdV equa­
tion around the solution u = O. 

The arbitrariness of contour and measure in (2) allows 
one to capture a wider class of solutions than the one given 
by the GLM equation; as an example in Ref. 5 it was shown 
for instance that using (2) it is possible to find a three param­
eter family of solutions of the self-similar reduction of (1): 

u'" + 6uu' - (2u + xu') = 0, u = u(x). (5) 

The G LM equation is able to provide just one parameter 
family of solutions of (5). 

Another suggestive argument is associated with the lin­
ear limit of(3); in this case, Eq. (3) becomes 

u(x,t) = - ax le i1kx 
t k '" dA (k). (6) 

Equation (6) is the general solution ("Ehrenpreis principle") 
of the linearized KdV equation 

u, + U xxx = o. (7) 

The linear limit of (3) provides the most general solution of 
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Eq. (7), whereas it is known that the linear limit of the GLM 
provides just those solutions of (7) obtainable using the Four­
ier transform. 

These considerations are very far from implying that 
this 0 L provides the most general solution of (1); on the 
contrary recent studies on the equation of Painleve II (PII), 

v" - xv - 2v3 = a, (8) 

which is intimately connected to Eq. (5) (see Ref. 7), have 
shown8 that it is not the case, since the solutions of (5) ob­
tained through (2) correspond just to the limited interval 
(0,1) of the parameter a in (8). 

In other words, the perturbation solution (3) (in the Ro­
sales language) of the KdV equation around u = 0 corre­
sponds only to the solution ofPII in the interval 0 < a < 1. It 
is natural to consider an extension of the OL formulated 
above which would correspond to the perturbation solution 
of the KdV equation around any arbitrary solution Uo of the 
KdV itself. 

III. A GENERALIZATION OF THE DL 

The essence of this more general linearization is given 
by the following proposition. 

Proposition 1: Let tf(x,t;k ) be a solution of 

tf(x,t;k) + I tf(x,t;i)h (x,t;k,l )dA (I) = tfbll(X,t;k ), (9) 

where Land dA (I) are arbitrary contour and measure; 
tf~l(x,t;k) and tf~l(x,t;k) are two arbitrary solutions of the 
coupled systems 

tfo
xx 

+ (uo + k 2/4)tfo = 0, 

tfo = Uo tfo + (k 2 - 2uo)tfo ; 
'x x 

(lOa) 

(lOb) 

Uo = uo(x,t) is any given solution of the KdV equation (1); 
and h (x,t;k,l ) is defined in terms of tf~,21 by 

h (x,t;k,l) ~ [2/(12 - k 2)] [tfgl(x,t;i )tfb;(x,t;k ) 

- tf~;(x,t;l)tf~l(x,t;k)] . (11) 

Assuming that the homogeneous version of (9) has only the 
zero solution, then 

u(x,t) = uo(x,t) + ax Itf(x,t;k )tf~l(x,t;k IdA (k) (12) 

solves the KdV equation. 
The proof is direct and it is obtained operating on Eq. (9) 

with the operators P and M defined by 

p~axx + u + k 2/4, M~ - at + Ux + (k 2 - 2u)ax ' (13) 

The result of this operation gives 

(Ptf)(x,t;k ) + 1 (Ptf)(x,t;/ )h (x,t;k,l IdA (l) = 0, (14a) 

(Mtf)(x,t;k ) + 1 (Mtf)(x,t;!)h (x,t;k,l IdA (I) 

= 1 (Ptf)(x,t;! )tfbl}(x,t;k )tfgl(x,t;l)dA (l ), (14b) 

and now if we assume that the homogeneous version ofEq. 
(9) has only the zero solution, Eq. (14a) implies that Ptf = 0 
and then Eq. (14b) implies that Mtf = O. The compatibility 
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between these two equations finally implies that u solves the 
KdV equation (1). 

The linearization given here obviously contains the spe­
cial cases in which Uo = 0 and Uo = - 2/x2

, which are ex­
plicit solutions ofEq. (1); in these cases the OL was previous­
ly given .5.9 

In the Appendix we give a constructive procedure that, 
starting with the general assumption (9), enables one to char­
acterize the kernel h in terms of tfo as in ( I I) and, at the same 
time, to fix the integral representation of u - Uo in terms of tf 
and tfo as in (12). Such a systematic procedure, whose main 
steps are essentially the same for all the POE's solvable via 
the 1ST, will be the basis of the results of this paper. 

We remark that we could have given the 0 L of the KdV 
equation for the function f/J (x,t;k )~tf(x,t;k )/tfbll(X,t;k), in­
stead of tf(x,t;k ). In this case the corresponding integral 
equation 

f/J (x,t;k) + If/J (x,t;l)g(x,t;k,l IdA (I) = 1, (ISa) 

g(x,t;k,l ) ~ ¢loll(x,t;l )h (x,t;k,l )/¢loll(x,t;k ) (ISb) 

has 1 as forcing term and apparently would be the more 
appropriate formulation for investigating analyticity prop­
erties in k, in view of the solution ofthe 1ST. As far as the OL 
is concerned, the two formulations are completely equiva­
lent and here and in the following we will use either one or 
the other, according to the convenience and to the elegance 
of the associated formulas. 

The explicit formula (11) for the kernel h of Eq. (9) 
shows the singular character of the integral equation and 
strongly suggests that, as in the case Uo = 0, some type ofRH 
problem is going to be the natural structure underlying the 
1ST of the KdV equation for solutions u, as a finite perturba­
tion of a given solution U o' 

As we wrote above, the essence of this method is related 
to the existence of a linear integral equation like (9) [or (ISa)] 
which provides solutions of the KdV equation. On the other 
hand, we know that the KdV equation is one of the many 
POE's that can be solved through the 1ST. Hence it is natu­
ral to ask ourselves if and how the OL, in the generalized 
form introduced here, applies to other equations. 

For this purpose, let us consider the n X n matrix equa-
tion 

'/Ix = zJ'/I + Q'/I, '/I = '/I (x,t;k ), (16) 

where the scalar constant z plays the role of spectral param­
eter, J is a constant diagonal matrix, and Q = Q (x,! ) is an otf­
diagonal matrix. Equation (16) is the natural n X n general­
ization of the generalized ZS problem (see Refs. 10 and 11) 
and its 1ST has been recently rigorously studied by Beals and 
Coifman. 12 

In order to give the DL associated with (16) it is conven­
ient to introudce the matrix function f/> (x,t;k ) defined by 

f/> (x,!;k)~ '/I (x,t;k )'/Ig1-I(x,t;k), (17) 

where '/I and '/Ibll solve Eq. (16) corresponding to the two 
potentials Q and Qo. 

The linearization of the class of evolution equations as­
sociated with the spectral problem (16) is then given by the 
following. 
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Proposition 2: Let <P (x,t;Z) be a solution of 

<P (x,t;Z) + i <P (x,t;I)G (x,t;z,l)dA. (I) = I, (18) 

whenL and dA. (I) are arbitrary contour and measure, I is the 
identity matrix, G is defined by 

G (x,t;z,/) =i= (z - I) -11ft gl(x,t;1 ) 

XGo(I)Ift~I-I(X,t;l), (19) 

where Go(1 ) is an arbitrary constant matrix function, and the 
Iftg·21 are two arbitrary solutions ofEq. (16) for Qo(x,t). As­
suming that the homogeneous version of (18) has only the 
trivial solution, then 1ft (x,t ) defined by 

1ft (x,t;Z) = <P (x,t;Z) 1ft ~11(x,t;Z) (20) 

solves Eq. (16) if 

Q (x,t ) = Qo(x,t ) + [J, i <P (x,t;1) 1ft ~11(X,t;/ ) 

XGo(I)Ift~I-'(X,t;l)dA. (I)]. (21) 

In this proposition and in the following ones we often intro­
duce arbitrary functions assuming that they satisfy suitable 
regularity properties in order to give sense to the integral 
formulas in which they appear. 

Again the proof is direct and is obtained by applying the 
operator fl, 

(flF)(x,t;z)=i= - Fx + z[J,F 1 + QF - FQo, (22) 

on Eq. (18) to get 

(fl<P )(x,t;z) + i (fl<P )(x,t;1 )G (x,t;z,1 )dA. (I) = 0; (23) 

the result follows from the uniqueness assumption. In the 
Appendix we give a sketch of how to constructively obtain 
the linearization contained in Proposition 2, since the proce­
dure does not differ in spirit from the one used for obtaining 
Proposition 1. 

Problem (16) allows us to easily discuss the connections 
between the DL and the RH direct approach, indeed it will 
turnout that, if used on Eq. (16), then the two approaches are 
equivalent. 

The RH direct approach introduced by ZS is based on 
the solution of the following matrix homogeneous RH prob­
lem: 

<P +(x,t;Z) = <P -(x,t;z)[I + R (x,t;Z)), (24) 

where z lies on an arbitrary contour L in the complex-z 
plane, <P + (z) and <P - (z) are the boundary values onL offunc­
tions analytic inside and outside, respectively, of L, <P - (z)---+I 
as Izl---+oo, and R is defined by 

R (x,t;Z)=i= lfto(x,t;z)Go(z)1ft 0- I(X,t;Z), (25) 

where Go(z) is an arbitrary constant matrix and Ifto solves Eq. 
(16) with the potential Qo. Then it is easy to verify [using (24), 
(25), and (16)] that Ift± (x,t,z) and Q(x,t), defined by 

1ft ± (x,t;z) = <P ± (x,t;z) Ifto(x,t,z), (26) 

zJ + Q(x,t) = [<P x± + <P ±(zJ + Qo(x,t))](<P ±)-', 
(27) 

solve Eq. (16). 
The equivalence between the DL given in Proposition 2 
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and the RH direct method is immediate and obtains by com­
paring (18) and (19) with the ( - ) projection of (24): 

<P -(x,t·z) - -1-i<p -(x t'l )R (x,t;/) dl = I (28) 
, 21Ti L ' , / - z ' 

where z---+L from outside the contour. 
The equivalence of the two approaches shows that the 

homogeneous RH problem (24) on which the ZS method is 
based, is the natural analytic structure underlying the linear­
ization of the PDE's associated with the spectral problem 
(16). The particular z-dependence of the kernel G ofEq. (18), 
given in (19), indicates that the integral equation (18) comes 
from the ( - ) projection of a homogeneous RH problem of 
the type (24). Vice versa, if the z-dependence of G appeared in 
a different way, we would infer that (24) is not an adequate 
analytic structure for describing the problem. We will show 
in the following that this phenomenon is not exceptional, 
being a common feature of the PDE's related to the 1ST in 
2 + 1 dimensions. 

While the RH approach (due to its restrictive basis) can­
not in general be applied, the DL, based on a linear integral 
equation of the type (18), where the z-dependence of the ker­
nel G is determined a posteriori, case by case [through direct 
algebraic calculations and is in general different from the one 
given in (19)], turns out to be a viable approach for character­
izing a wide class of solutions of the PDE under investiga­
tion. 

IV. THE DL IN 2 + 1 DIMENSIONS 

The D L in 2 + 1 dimensions is again based on a linear 
integral equation 

<P (x,y,t;k) + i <P (x,y,t;j3 (/,v)) 

X G (x,y,t;k,l,v)d; (/,v) = I. (29) 

Now the integration is in two variables I and v, a reflection of 
the higher dimensionality of the configurational space, L 
and d; (I, v) are arbitrary contour and measure, f3 = f3 (I, v) is 
an arbitrary function of I and v, and the kernel G will be 
characterized in terms of certain linear PDE's whose coeffi­
cients are given in terms of the unperturbed solution 
uo(x,y,t ). 

As an example, let us apply the DL to the Kadomtsev­
Petviashvili (KP) equation' 3 

(u l + 6uux + uxxx)x = - 3ifuyy , O'Ee (30) 

that can be obtained as a compatibility condition of the sys­
tem 

(31a) 

Mif;=i=if;1 + 4if;xxx + 6uif;x + 3( Ux - 0' f: oc Uy(X')dX')if; = O. 
(31b) 

In our analysis 0' can be thought of as an arbitrary complex 
parameter, including then the two cases 0' = i and - 1 (KPI 
and KPII) in which Eq. (30) describes the propagation of 
quasi-one-dimensional waves in a nonlinear weakly disper­
sive medium and the sign of if coincides with the sign of the 
dispersion. 
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We have the following proposition. 
Proposition 3: Let tP(x,y,t;k ) be a solution of 

tP(x,y,t;k) + 1 f tP(x,y,t;{J(I,v)) 

X h (x,y,t;k,l, v)d; (I, v) = tPo(x,y,t;k ), (32) 

where tPo solves the coupled system (31) corresponding to a 
given solution uo(x,y,t ) of Eq. (30) and h is given by the for­
mula 

h (x,y,t;k,l,v) 

= ~ (Xf(x',y,t;l,v)tPo(x',y,t;k )dx' 21 
+ OJiy,t;k,l,v,a), (33) 

where OJ is a solution of the coupled system 

uOJy = ! [fx (a)tPo(a) - f(a)tPo
x 
(a)], (34a) 

OJ, = - 2 [fxx (a)tPo(a) - fx (a)tPoja) + f(a)tPoxja)] 

- 3uaf(a)tPo(a), (34b) 

with 

f(a)-=:=-f(a,y,t;l,v), tPo(a) = tPo(a,y,t;k), 

andfsolves 

u1;, - fxx - uaf = 0, (35) 

J, + 4fxxx + 6uafx + 3( uOx + u f: 00 UoydX')t = O. (36) 

Assuming that the homogeneous version of(32) has only the 
trivial solution, then u(x,y,t), defined through 

u(x,y,t) = uo(x,y,t) + ax 1 f tP(x,y,t;{J (I,v)) 

xf(x,y,t;l,v)d;(/,v), (37) 

is a solution of the KP equation. 
Again the proof is direct and it is based on the applica­

tion of the operators P and M on Eq. (32). In the Appendix 
we show how the constructive procedure used to get Propo­
sitions 1 and 2 generalizes naturally to this (2 + 1 )-dimen­
sional example, hence enriching itself of new features and 
properties. 

The solutions of the 1ST for KPI and KPII (see Refs. 14 
and 15) can be easily recovered by choosing Uo = 0 andp = I 
for u = i, and Uo = 0 P = I - iv for u = - 1. 

The formulas (33) and (34) or, equivalently, the system 
oflinear PDE's (AW) satisfied by h, have a rather complicat­
ed k-dependence. However, when Uo = 0, the situation sim­
plifies enormously; in order to see that, let us introduce the 
functions g and v defined as 

g(x,y,t;k,l, v) -=:=- h (x,y,t;k,l, v) 

X tPo(x,y,t;{J (/,v))/tPo(x,y,t;k), (38a) 

v(x,y,t;l,v) -=:=- tPo(x,y,t;{J (/,v)J((x,y,t;l,v). (38b) 

Rewriting the system (AW) (including also the t-equation) 
for the function g, and considering the case U o = 0 (and 
tPo(x,y,t;k) = exp[ikx + (k 21 ulY + 4ik 3t ]), one obtains the 
overdetermined system 

gx + irk - P )g = !v, 

ugy + (k 2 _P 2 )g = Hvx - irk +P)v], 
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(39a) 

(39b) 

g, + 4i(k 3 _P 3)g = 2[(k 2 +p 2 + kP)v 

+ irk + 2P)vx - vxx ]' (39c) 

The compatibility condition for the system (39) fixes the k 
dependence of g in the form 

g(x,y,t;k,l,v) = - iv(x,y,t;l,v)/[2(k - e(/,v))], (40) 

where e = e(/,v) is an arbitrary function of I and v and, corre­
spondingly, v solves the equations 

Vx = i(f3 - c) v, (41a) 

(41b) 

v, = 4i(f33 - e3)v. (41c) 

The k-dependence of g (and then of h ) implies that the 
integral equation (32) can be derived from a RH problem of 
the type introduced by Manakov l6 in a work in which he has 
generalized and adapted the RH direct approach of Ref. 4 to 
2 + 1 dimensions. He postulates a nonlocal RH problem, 

rp + (x,y,t;k ) = rp -(x,y,t;k) 

+ f rp -(x,y,t;I)G (x,y,t;k,l )dl, (42) 

in order to detect and generate PDE's solvable via the 1ST. 
The existence of explicit cases, associated with Uo = 0 (and 
briefly discussed above), in which a RH structure is recov­
ered, is a confirmation of the validity of Manakov's ap­
proach (for Uo = 0) in finding a connection between the KP 
equation and the nonlocal RH problem (42). Such a connec­
tion was also proven via the solution of the 1ST (see Refs. 14, 
15, and 17). In Ref. 15 in particular, for the first time it was 
shown .that the KPII equation is related to a "(j" problem, 
whose Integral representation also gives rise to the k-depen­
dence presented in (40). But the nongenericity of the above­
mentioned examples corresponding to the case Uo = 0 indi­
cates at the same time that the RH problem (42) is not 
adequate to capture a wide class of solutions of the KP equa­
tion. 

We will show in the following that essentially the same 
situation arises when one writes the DL of a class of PDE's 
associated with the 2 + 1 dimensional generalization of the 
spectral problem (16). Such a generalization is l8 

(43) 

where If! = If! (x,y,t;k ), Q = Q (x,y,t) andJ aren X n matrices, 
and J is constant and diagonal while Q is off diagonal. Physi­
cally relevant equations such as the so-called Davey­
Stewartson equation, the n-wave interaction in 2 + 1 dimen­
sions, and the modified KP equation are related to (43). The 
~ST a~sociated with this linear problem has been recently 
InvestIgated and solved in Refs. 19-21. 

The DL corresponding to (43) is formulated in the fol­
lowing way. 

Proposition 4: Let rp (x,y,k ) be a solution of 

(/J (x,y,;k ) + 1 J (/J (x,y,;{J (I, v)) 

X G (x,y;k,l, v)d; (I, v) = I, (44) 

where Land d; (I, v) are arbitrary contour and measure, 
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{3 = {3 (I, v) is an arbitrary function of I and v, G is given by the 
expression 

G (x,y;k,l, v) 

~ '/Io(x,y;/3 (/,v))( IX '/I 0- '(x',y;/3 (/,v)) 

where 

XR (x',y;l,v)./'/Io(x',y,k )dx' 

+ g(y,k,l,v,a))'/I o-'(x,y;k), (45) 

gy(y,k,l,v,a) = 1/1 0- '(a,y;/3(/,v))R (a,y;/,v)I/Io(a,y;k), 
(46) 

R = R (x,y;i, v) solves 

- Rx + RyJ + [J,S(x,y;/3(/,v))R ] + [Qo(x,y),R ] = 0, (47) 

with 

S (x,y;/3)~ 1/10 (x,y;/3)'/I 0- '(x,y;{3), 
y 

(48) 

and 1/10 is a solution of (43) corresponding to the potential 
Qo(x,y). Then 

1/1 (x,y;k ) = 4> (x,y;k ) '/Io(x,y;k ) (49) 

solves Eq. (43) if Q (x, y) is given by 

Q (x, y) = Qo(x, y) + [ J, if 4> (x, y;/3 (/,v)) 

xR (X,y;I,V)dt(/,v)1· (50) 

Again we refer to the Appendix for the derivation of 
this proposition. Formulas (45) and (46) imply that the kernel 
G satisfies the following set of (compatible) linear PDE's: 

Gy + GS (k ) - S rp)G = R, 

Gx + G(JS(k) + Qo) - (JSrp) + Qo)G =RJ. 

(5Ia) 

(SIb) 

When Qo = 0 (and 1/Jo = exp[ik ( Jx + y)]), the compatibility 
condition for the system (51) fixes the k-dependence of Gin 
the form 

G (x, y;k,l,v) = -IR (x,y;l,v)/[k - c(l,v)], (52) 

and, correspondly, R is defined through the equations 

Rx = if/3 JR - cR J), 

Ry = irp - c)R 

(53a) 

(53b) 

postulated by Manakov in its nonlocal RH approach. This 
shows again how the nonlocal RH problem (42) is an appro­
priate tool to detect the PDE's in 2 + I dimensions corre­
sponding to the linear problem (43), but, unlike the case of its 
associated I + I analog, it is able to capture a restricted class 
of solutions only (e.g., the ones obtained perturbing off of the 
zero solution). 

Concluding this paper, we would like to remark that the 
DL has been studied here in connection with a certain selec­
tion of relevant eigenvalue problems associated with the 1ST 
theory, showing that the general assumptions on which the 
DL is based are consistent with the general features of the 
1ST theory. 
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APPENDIX 

In this Appendix we will illustrate the constructive pro­
cedure used in this paper in order to obtain the DL contained 
in Propositions 1-4. Since the main steps of this procedure 
are essentially the same for all of the PDE's related to the 
1ST, we will discuss them in some detail for the KdV exam­
ple, limiting our discussion of the other cases to those situa­
tions in which the procedure introduced needs to be modi­
fied or exhibits new features. 

(I) The first step consists in writing the integral equa­
tion for 1/J, 

1/J(x;k) + 11/J(X;/)h (x;k,l )dA (I) = 1/Jb'J(x;k), (Ala) 

or for¢ = 1/J1/Jh'I-', 

¢ (x;k ) + 1 ¢ (x; I )g(x;k,l )dA (I) = 1. (Alb) 

The kernel h has to be characterized a posteriori as is indicat­
ed in the following steps. 

(2) In the second step one applies the spectral operator P 
to(AI)[oril to (A2)]. In theKdV caseP = Jxx + u(x) + k 2/ 
4 and Eq. (Ala) implies 

1/Jxx(x;k) + 1 [1/Jxx(x;l)h (x;k,l) + 21/Jx(x;l)h x (x;k,l) 

+ 1/J(x;1 )hxx (x;k,I)] dA (I) = 1/Jo
xx 

(x;k ), (A2a) 

u(x)1/J(x;k) + i u(x)1/J(x;1 )dA (/ ) 

= uo(x)1/Jo(x;k ) + [u(x) - uo(x)]1/Jo(x;k ), (A2b) 

k 2 1(/2 -1/J(x;k ) + -1/J(x;/)h (x;k,l ) 
4 L 4 

k 2 _l 2 
) k 2 

+ 4 1/J(x;l)h (x;k,l) dA (I) = 41/Jo(x;k ). (A2c) 

Adding these three equations up, one obtains 

(P1/J)(x;k) + i (P1/J)(x;l)h (x;k,l )dA (I) 

+ i [21/J x (x;l )h x (x;k,1 ) + 1/J(x;1 ) 

( 
k

2
_/

2
)] X hxx (x;k,l) + 4 h (x;k,l) dA (I) 

= (Po1/J~I)(x;k) + (u - uo)1/J~I(x;k). (A3) 

Then the requirement P1/J = 0 (Po1/Jo is already zero by hy­
pothesis) isolates an equation for u - Uo which, in the KdV 
case, reads 

(u - uo)1/Jh'l(k) = 211/Jx(l)f(k,l)dA 

+ i1/J(I)(hxx + k
2 

~ 1\ )dA (A4) 

here and below we omit for convenience the x dependence. 
(3) The analysis ofEq. (A4) suggests the structure of the 

integral representation of u - un' in our case Eq. (A4) im­
plies that u - Uo must have the form 
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(A5) 

where the functions!1 and!2 are characterized in the next 
step. 

(4) Evaluate the consequences of the assumed structure 
(A5). For instance in this specific case, Eqs. (A4) and (A5) 
imply 

2hx = nl)rP~)(k), 

hxx + [(k 2 -/2)/4]h = !2(l)tPd)(k), 

(A6a) 

(A6b) 

and one can verify that the compatibility condition for this 
system implies that!2 =!Ix = rP~;' where rP~2) is an arbitrary 
solution of the Schrodinger equation (10), and also that h is 
given by formula (11). 

When applied to other examples, the procedure above 
repeats exactly for the first two steps, while steps 3 and 4 
adjust to the specific problem under investigation. If, for 
instance, we deal with Eq. (16), after steps 1 and 2 we have 

Q - Qo = i I (z -I) J<PG + <P [ - Gx + (/J + Qo)G 

- G(zJ + Qo)]JdA (I), (A7) 

and now taking into account that Q - Qo is a k-independent 
off-diagonal matrix, on analogy of (A5) we necessarily find 
the structure 

(AS) 

where again R has to be characterized. Substituting (AS) into 
(A 7) we then obtain 

(z - I)G (z,1) = R (I), 

G x + G (zJ + Qo) - (/J + Qo)G = R (I )J. 

System (A9) has the solution 

(A9a) 

(A9b) 

G (k,/) = R (I )I(z - I), R (I) = tPdV )Go(/ )rP~) - 1(1). 

The application of our procedure to equations in 2 + 1 di­
mensions leaves essentially unchanged the first three steps, 
and leads to the integral representations (A5) for KP and 
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(AS) for the spectral problem (43). Equation (A5) implies for 
KP the following system: 

2hx = !1(l)rPo(k), 

ohy + hxx = h(1 )rPo(k), 

(AlOa) 

(AlOb) 

whose compatibility condition implies that!l
x 

=12 = Ix, 
and formula (34). Equation (AS) for the linear problem (43) 
implies the system (51), whose compatibility condition is giv­
en by Eq. (47). 
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A method for solving a quasilinear nonelliptical equation of the second order is developed. 
We give classification and parametrization of simple elements of the equation. An equation of 
potential stationary flow of compressible gas in a supersonic region is considered as an example. 
A new exact solution is obtained which may be treated as a nonlinear analog of stationary wave. 
A gauge structure for the equation and an analog of Backlund transformation are introduced. 
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I. INTRODUCTION 

In this paper we present a method of solving nonlinear 
partial and nonelliptical differential equations. The paper is 
devoted to theory of a differential equation of second order 
with coefficients depending on first derivatives. The method 
is old, for we employ Riemann invariants which have been 
known, really, for a long time. 1-3 Nevertheless, we have 
found a new feature of this old theory related to the problem 
of algebraization of a differential equation. We exactly solve 
a characteristic cone for a Riemann wave and classify all 
simple elements for such an equation. All these simple ele­
ments depend on parameters. We proved that these param­
eters are parameters of some orthogonal or pseudo-orthogo­
nal groups. [It is very important in later analysis (see Sec. 
VI).] Having a classification of simple elements we may clas­
sify simple waves. Every simple element belongs to some 
submanifold Fj C f&' *. The dimension of this submanifold 
equals the number of parameters. These parameters are arbi­
trary functions of dependent variables (jJj. Since we are deal­
ing with Riemann invariants, parameters become functions 
of R (Riemann invariant). Due to these arbitrary functions 
we may integrate the equations for simple waves. It indicates 
that it is possible to introduce a gauge structure for every 
class of simple elements. 

This paper is divided into six sections. In Sec. II, we 
describe a parametrization and a classification of simple ele­
ments and we write down all possible elements. In Sec. III we 
deal with a physical example from hydrodynamics. It is the 
equation of potential stationary flow for a perfect gas in a 
supersonic region. In Sec. IV we calculate all possible simple 
elements for this equation and we write them down in the 
Appendices. In Sec. V, we calculate the simple wave corre­
sponding to one of the simple elements. We find a new exact 
solution of the equation and examine its properties. It de­
pends on three arbitrary functions. We shift the arbitrariness 
from the parameters (depending on R-Riemann invariant) 
to more convenient functions. It results in some restrictions 
on the arbitrary functions and on the range of the Riemann 
invariant R. New freedom connected to the parameters of 
the characteristic cone, and restrictions imposed on them are 
new points in the Riemann-invariants method. Simulta­
neously we have obtained a restriction on the range of the 
dependent variable R. This seems to be a new point also. We 
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have got the solution for the equation of potential flow of the 
perfect gas (in three dimensions) which depends on three 
arbitrary functions. Restrictions which we had to impose on 
the functions lead to physical effects. The solution may be 
considered as an analog of a nonlinear stationary wave. We 
have obtained planes of "density and pressure nodes" and 
planes of "magnitude of velocity antinodes." In Sec. VI, we 
deal with a "gauge" structure for the equation and its simple 
waves. We get a transformation of gauge type connecting 
two simple waves (from the same class). The transformation 
may be treated as a nonlinear representation of a gauge 
group originating from the orthogonal or pseudo-orthogo­
nal group. The transformation is similar to the classical 
Backlund transformation. 

II. THE ALGEBRAIZATION PROCEDURE 

Let us consider a system of partial differential equations 
v = 1,2, ... ,n. 

""( I 2 I) a J( I 2 11) 0 1 2 aJ U ,U , ... ,U - U x ,x , ... ,X = S = , , ... ,m. axv 
. 

} = 1,2, ... ,1. 

m)l 

(2.1 ) 

x = (X
I
,X

2
, ... ,X

Il )Ef&' , u(x) = (u l
(X),U

2(x), ... ,ul (x))EJY, 

which is a quasilinear homogeneous system of the first order 
with coefficients depending only on the unknown functions. 
This system may be overdetermined, i.e., m)l. Let us sup­
pose that this system is a nonelliptical one. This indicates 
that there exist some nontrivial solutions of the algebraic 
system of equations 

aryJAv = 0, where rankllarAv II <l 
for vectors yER 1 and AER 11. 

(2.2) 

The above algebraic system of equations adequately 
specifies so-called knotted characteristic vectors in hodo­
graph space, JP = R 1 (i.e., the space of the values of the 
functions u J) and in physical space f&' = R 11 (i.e., the space of 
independent variables). The pair y and A will be called a 
knotted pair iff it obeys Eq. (2.2). This fact will be marked by 
y - A. Matrix L ~ = yJ Av created by a pair of knotted vectors 
will be a simple integral element, because rank 
IlL !.(uo)11 = 1, where uoEJY· 

It is convenient to consider A as an element of space g" * 
which is the space of linear forms, g"* 3A:f&' --+R I. On the 
other hand, in the terminology of tensor calculus if we con­
sider xEf&' as a contravariant vector, then AEg" * is a covar­
iant vector. In these terms the element L is an element of 
tensor space TuJP® f&'* of the formL = y®A. Now we in­
troduce a simple wave, which will suggest a separation of 
simple integral elements from a set of integral elements. 
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Let the mapping u :D-.)J(", DC 'if! be any solution of the 
system (2.1). We call u a simple wave for a homogeneous 
system if the tangent mapping du is a simple element at any 
pointxoED. Let us consider the smooth curve: r:R-.f(R ) in 
hodograph space)J(" parametrized by R, so the tangent vec-
tor 

df(R) = y(f(R )) (2.3) 
dR 

is a characteristic vector. Then there exists a field of charac­
teristic covectors A (u) connected with y(f(R )) specified on 
the curve r:A = A (f(R )). Hence we may state the following. 
If the curverC)J(" obeys the condition (2.3) and if !p(') is any 
differentiable function of one variable, then the function 
u = u(x) specified in an implicit way by 

u=f(R), 
(2.4) 

R = !p (Ay(f(R ))xY), where aryjA y = 0 

is the solution of basic system (2.1). The solution is called a 
simple wave or Riemann wave. 

A proof may be obtained by direct differentiation of the 
implicit relations (2.4). The vector A in (2.4) specifies the ve­
locity and direction of the wave propagation. The curve r 
fulfilling the condition (2.3) is called a characteristic curve in 
hodograph space)J(". It means that if the mapping U: 'if! -.)J(" 
is a simple wave, then a characteristic curve in space)J(" is an 
image of mapping u. Parameter R, specified on this curve, is 
called a Riemann invariant. 

Now let us consider a nonelliptical equation of the sec­
ond order, 

iJtl a'j (:!l ' :!2 , ... , ::n) a:i~j = O. (2.5) 

Equation (2.5) may be transformed, by introduction of new 
dependent variables, to the system of equations of first order, 

" au' I aij(u1, ... ,u") - = 0, (2.6) 
iJ~ 1 ax} 

au i au j 

---=0 
ax j ax' ' 

where ui = (a¢ laxi
), i = 1,2, ... ,n. 

Rewriting the system of equations (2.6) by means of 
simple integral elements we have 

" I aij rAj =0, (2.7a) 
iJ~ 1 

i= 1 

rAj - yjAi = 0, i,j = 1,2, ... ,n . (2.7b) 

From Eq. (2.7b) we obtain that vector A is proportional to 
vector y. Thus from Eq. (2.7a) we get a quadratic form with 
respect to variables AI .A2"".An , 

n 

Q(A I.A2'···.An ) = I aijAiAj = O. (2.8) 
iJ= 1 

Equation (2.8) is the equation of a cone of the characteristic 
vector A, specifying the velocity and direction of propagation 
of the simple wave. 

Our aim will be to find the parametrical equations of 
this cone and at the same time to parametrize covector A. 

To do this we transform the quadratic form Q to a ca­
nonical form, i.e., we diagonalize matrix of the form Q, 
A = (aij)' Hence we look for eigenvalues of this matrix and 
write the secular equation 

det( A - OJJ) = O. (2.9) 

We also search for a matrix B which diagonalizes the matrix 
A, 

(

OJ I 0) 
B TAB = OJ::. . . . ' B T = B -I , 

o OJ n 

(2.10) 

where OJ I ,OJ2 , ••• ,OJn are.the eigenvalues of matrix A. The ma­
trix A is a symmetrical real matrix and it has real eigenval­
ues. There always exists at least one such orthogonal matrix 
B responsible for a rotation in n-dimensional Euclidian 
space from variables V= (vl, ... ,vn) to variables A = (A I, ... .A n), 

4~{)dV Md 

Q (AI"".A n ) = OJI(vIl2 + OJ2(V2)2 + ... + OJn (Vn )2 

= (B TAB )ijVVj . 

(2.11) 

We assume that OJi #0, i = 1,2, ... ,n. The case with OJ i = 0 is 
examined separately. 

Now we aim to parametrize matrix B, i.e., we find all 
B 's obeying (2.10). 

Let a matrix A possess K different eigenvalues with or­
ders Ij , j = 1,2, ... ,K, respectively, so that ~:~ I Ij = n. Thus 
we obtain the following formula: 

where Pi = I ( , and 
v=l 

o 

(2.12) 

o 
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Let a matrix Bo be any matrix diagonalizing the matrix A. 
Let us observe that any orthogonal transformation of varia­
bles VI,V2, ••• ,V1, does not destroy the diagonalization, i.e., any 
orthogonal II Xii matrix CI, acting on the first II variables, 
does not change the diagonal form. 

So a matrix B is defined modulo the following matrix: 

~ }/I 0 
"-v-' I 

BI = II 

n, (2.13) 

o 

where C '[ = C 1- I. The same may be said about the remain­
ing subsets of variables V;, i.e., sequences of I; elements. 

The action of the ( X I; matrix C T = C;- I (the orthogo­
nal one) cannot destroy the diagonalization. It is easy to see 
that matrix C; corresponds to the following n X n matrix B;, 

o 

o I 

~I 
~~---------- ----------_/ .............-

where 
i-I 

ql = I 1;, 
j= I 

n, 
k 

q2 = I I;. 
j=;+ I 

n, 

(2.14) 

Hence matrix B is defined modulo the product of K 
matrices B; of the form of(2.14). From that we obtain 

K 

B=Bo IT B;, (2.15) 
i= 1 

where Bo is an arbitrary, but established, matrix obeying 
(2.12). The order of multiplication of matrices B; is irrele­
vant, because all matrices commutate one with another. So, 
we see that the problem of parametrization of B is reduced to 
parametrization of each of the K orthogonal matrices C;. 
Each of these matrices is responsible for an arbitrary rota­
tion or reflection in I;-dimensional space, thus it depends on 
~ ((I; - 1) parameters which are generalized Euler angles 
and some set of discrete parameters. 

So we have C; = C;(aJ;), where j; = 1,2, ... ,1;(1; - 1)12, 
where i = 1,2, ... ,K. 

By enumerating them in the order of their occurrence, 
i.e., first parameters of matrix C I , then C2, etc., we can write 

B = B (a l,a2, ... ,am ,KI,K2 , ••• ,K1), where 

1 K 
m=- I 1;(1;-1) 

2 ;= I 

and K I,K2, ... ,KI correspond to reflection. 
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(2.16) 

Finally, we have 

r-A =B(al,a2, ... ,am,KI,K2, ... ,KI)V, (2.17) 

After having matrix B parametrized we deal with form Q in 
coordinates V, and consequently with the equation of the 
characteristic cone in these coordinates. So we have 

K (I, ) 
;~I OJ; Il~1 v~,+1' = 0 (2.18) 

[compare (2.12)]. 
We find a parametrical equation of this cone. In order 

to do this we write (2.18) in the following form: 
n 

I z;vJ = 0, where Zj is one of OJ; • 
j=1 

(2.18') 

Equation (2.18') is the equation ofa (n - I )-dimensional qua­
dric in projective coordinates in the canonical form. 4 

Let us suppose that Vjo #0 and divide both sides of 
(2.18') by vfo and introduce new coordinates 

(I) 

O"j = vjlvjo ' j = 1,2, ... ,n, j#jo' 

One gets 
nil) 

"Z 0"2+Z =0. 
~ J J 10 

j= I 

This equation can be written in a parametric form, 
II) II) II) (I) (I) 

(2.19) 

O"j=O"j(1"I,1"I, ... ,1"n_2)' j=I,2, ... ,n, j#jo' (2.20) 

(I) (I) (I) 

1"1,1"2, ... ,1" n _ 2 are internal parameters of the quadric where-
(I) (I) (I) (I) 

as functions O"j(1"I,1"2"'" 1" n _ 2) are expressed by either tri-

gonometric or hyperbolic functions with respect to a type of 
quadric (2.19) according to F. Klein's classification.4 Thus, 
we parametrize vector V, 

II) ((I) (I) (I) )(1) 
Vj = O"j 1" 1,1"2, ... ,1" n - 2 1" n - I , j#jo, (2.21) 

(I) 

Vjo = 1" n - I, 1" n _ I #0, 
(I) 

where 1"n _ I is a new parameter. 

In a case when Vjo = 0 we have 
n 

I z;vJ = 0, (2.22) 
j=1 

so in this case the dimension of (2.22) is smaller than (2.18'). 
Similarly we choose vj, #0, jl #jo, jl = 1,2, ... ,n, and 

introduce new variables 
(2) 

O"j = vjlvj" j#jl' j#jo . (2.23) 

We obtain Eq. (2.22) in the form 
n (2) 

" Z 0"2 + Z· = 0 . ~ } J 11 
(2.24) 

j= I 
jho 
j,<j, 

Now we write its parametrical form, 
(2) (2) ((2) (2) (I) ) 

O"j = O"j 1"1,1"2'"'' 'Tn _ 3 
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(one parameter less than above) and get 
(2) ((2) (2) (2) )(2) 

Vj =Uj 7 1,7Z, .. ·,7n -3 7 n -2. j#jl' j#jO' 

(2) (2) 

Vj, = 7 n _ 2 • 7 n - 2 # ° , (2.25) 

Vjo = 0. 

and we proceed likewise. i.e .• we consider the case 
Vjo = ° = Vj, and choose vj, #0. etc. After K steps of this 
procedure we get the following equations for v: 

(K)(IK) IK) (K) )(K) (K) 

Vj =uj 7 1,72, ... ,7 n -(K+I) 7n-K,7 n -K#0, 

1\ vj , = 0, 
V= 0.1 • ..• K- 2 

(K) 

Tn-K, 

v=O.I.2 •... .K-I 

It is easy to see that we exhaust all possibilities if 
n = Kmax + 1. Then we have 

In - I) (n - I) (n - I) 

Vr = U • 7 1 , 71 #0, 

(n -I) 

1\ 
v=0.1 •...• n-2 

(2.26) 

(2.27) 

and the rest of Vi equal zero. The last case where v = ° is 
uninteresting. 

At this stage we can present full parametrization of con­
vector A, which divides a set of A 's into In - 1) disconnected 
types. Since we have 

A = B (a l,a2, ... ,am ,K1,K2, ... ,K,)v , 

where a l ,a2, ... ,am are generalized Euler angles, and 
K 1,K2, ... ,K, equal 1 or ( - 1) and correspond to reflections 

(I) (I) 

r-A =Bv=B 

(I) (II) (I) (I) ) 

Ujo_171'72 ... ·,7n_2 

(I) (I) (I) (I) ) 

Un(71,72, ... ,7n_2 
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(I) ((1) (I) 11) ) 

Un 7 1,7z,· .. ,7n _ 2 (2.28) 

jois the number of the row in which 1 appears. It is easy to see 
thatA depends on (m + n - 2) arbitrary parameters and on I 

(2) 

integers equal to ( ± 1). For r we have 

12) ((2) (2) (2) ) 

U I 7 1,72, .. ·,7 n _3 

I2J (12) (2) (2) ) 

Uz 7 1,72, .. ·,7n _3 

12) (2) 

r-A -B(al,· .. ,am,Kp ... ,K,)· ° -jo 
(2) (12) (21 (21 ) 

Ujo+17p72, .. ·,7n_3 

12) (121 12) (2) 

aj, _ I 7 1,72, ... ,7 n _ 3) 

12) ((2) (2) 12) 

aj, + I 7 1,72, ... ,7 n - 3) 

(2.29) 

It depends on (m + n - 3) arbitrary parameters and I inte­
gers equal to ± 1. Note that the ° appears in the jth row and 
that the 1 appears in the jl th row. 

In - k) 

In this way we may get that r depends on 

1m + n - (K + 1)) free parameters and I integers equal to 
(± 1). 

Then in the column on which B (a I, ... ,am ,KI, ... ,K,) 
acts, zeros appear at the places of numbers jOJI, .. ·JK _ 2 and 
at the place of number j K _ 1 the integer 1. The last element 
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(n -I) (n-I) 

r ~ A ~B(al,aZ,···,am,KI,···,KI)· 

(n-I) 

o 

o 
1 
o 
6 

r 

(2.30) 

(where (J #0) has only zeros in column v except the place 
of number r and the place of number j n _ z and it depends on 
m arbitrary parameters and I integers equal to ( ± 1). 

The division and parametrization of simple elements is 
not unique. It depends on the choice of sequence 
jo,jl, ... ,jn _ 2' For any other choice it will be, in general, 
different. 

Now, let us consider the case where matrix A has a zero 
eigenvalue. Let WI = 0 and have an order II' In such a case 
we may proceed as in the (n -/d-dimensional case starting 
with a parametrization of quadric (in projective coordinates) 

n 

L Zjv] = 0 
j~ I, + I 

assuming that vl,vZ, ... ,v1, are arbitrary, i.e., Vj = /1j' 
j = 1,2""'/1' 

(2.31) 

Thus we get a classification of simple elements of Eq. 
(2.5). LetFi C W· be a set of all simple elements belonging to 
one of these classes. If ..1EE;. then A is given by one offormu­
las (2.28), (2.29), etc. Thus we have found many types of 
simple elements depending on various numbers of free pa­
rameters. Each of them has its own type of simple wave. 
Hence, according to Eq. (2.4) we have 

(i) 

u=f(R i
), 

(,] 

df (i) 

where -. = A (P(R i)) , 
dR' 

Ii) 

R i = 'P (A ~XV), A EEi , 

(2.32) 

where i enumerates the types of simple waves admissible by 
(2.5). Due to free parameters, which are functions of u, and 
consequently of R i we may integrate (2.32) and get its exact 
solutions. It is easy to see that Fi is a submanifold of W· 
whose dimension is equal to the number of parameters. 

III. EQUATION OF POTENTIAL FLOW OF A 
COMPRESSIBLE, PERFECT GAS 

Now we consider the equation of potential of velocity 
for a stationary flow of perfect gas, 

(cz_<p;)<Pxx + (cz_<p;)<Pyy + (cz-<p;)<Pzz 

- 2(<px<py<pxy + <pAz<Pxz + <Py<Pz<Pyz) = 0, (3.1) 

where 
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CZ = C6 - [(JY - 1)12](<p; + <P; + <p;) and v = V<p (3.2) 

(<p is the velocity potential and c the velocity of sound). Equa­
tion (3.1) is interesting for us in the supersonic region 

0';;;c2 ';;;<I>; + <P; + <P; . (3.3) 

In the region the equation is nonelliptical and we haveS 

c6 (JY 2+ 1 ) .;;; <I> ~ + <P; + <P ; ';;;C6 (JY ~ 1 ). (3.4) 

Now we look for the solutions of(3.1) provided that (3.4) is 
satisfied. Using the fact that for a perfect gas CZ = JYp/Po 
and from the adiabatic equation p = ap6Y

, a = const, we can 
calculate Po and p from (3.2), 

[ 
1 ( JY - 1 )] 11(·"" - I) Po= aJY c6 - 2 (<I>~ +<1>; +<p;) , 

P=[a~(C6- JY
2
-1 (<P~+<I>;+<p;))l)yI(»"-I). 

(3.5) 

We are interested in the solutions ofEq. (3.1) that are given in 
terms of the Riemann invariants. Following the method we 
transform (3.1), by introducing some new dependent varia­
bles, into a quasilinear system of equations of the first Qrder: 

(C
Z 

- 'P i )'PI.x + (c2 - 'P; )'PZ,y + (CZ - 'P ~ )'P3,z 

- 2('PI'PZ'PI,y + 'PI({J3'PI,z + 'PZ'P3'PZ,z) = 0 , (3,6) 

({JI,y - 'Pz,x = 0 , 

'PI,z - 'P3,x = 0 , 

'Pz,z - 'P3,y = 0 , 

where 

(3.7) 

Thus Eq. (3.1) is transformed into the overdetermined sys­
tem of four equations for three functions. 

IV. SIMPLE INTEGRAL ELEMENTS 
Now we write the system (3.7) in the form (2.8) intro­

ducing covector A, 

Q (..1I.Az.A3) 

= (cz - 'P i)..q + (CZ - 'P ;)A ~ + (c2 - 'P ~)A ~ 
- 2('PI'P0I..1z + 'PI'P01..13 + 'P2'P003) = O. (4.1) 

Following the procedure described in Sec. II, we parame­
trize covector ..1. To do this we diagonalize the form (4.1) and 
write the secular equation 

det(A -,u) = 0, 

where 

(

(CZ - 'P i) - 'PI'PZ 

A = - ({JI({J2 (c2 - ({J~) 

- 'PI'P3 - ({J2({J3 

(4.2) 

From (4.2) we get the third-order equation for a value /1, 

(cz _/1Z)Z(c2 - ('P i + 'P ~ + 'P ~) -/1) = 0 . (4.3) 

Hence one obtains two different eigenvalues 

/11 = CZ, /12 = c2 - (({Ji + 'P~ + 'P~) (4.4) 

from which the first has an order 2. Thus the quadratic form 
Q reduced to the canonical form is 
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Q (A,A ) = e Z
{ y~ + y~) + (cz - (qJ f + qI ~ + qJ ~ )) y~ = ° . 

(4.5) 

Now we find parametrical equations for (4.5). Supposing 
that y, #0, we simply get 

~ _ y2 = 1, where X = Y2, Y = Y3, (4.6) 
(a/e)2 YI YI 

where a2 = qJ i + qJ ~ + qJ ~ - e2 > ° (supersonic flow). 
Then we have 

y= sinhp, X=(a/e)coshp, (4.7) 

i.e., the parametrical equation of a hyperbola. 
If YI = 0, then one gets 

Yz = ~(a/e)Y3' ~ = ± 1 . 

(4.8) 

(4.9) 

In our case there is only one eigenvalue of order larger than 
1, i.e., 2. Thus the diagonalizing matrix B will depend only 
on one parameter a, B = B (a). Matrix B may be easily built 
from eigenvectors of matrix A and one obtains 

-=--!.. (qJ2 sin a + qJlqJ3 cos a) , ~ (( _ I)KqJz cos a + ( - I)K + I qJlqJ3 sin a) , .!EJ... 
X2 XI X2 XI XI 

B(a,!) = ~ (qJI sin a - qJ2qJ3 cos a) , 
(_ I)K+ I 

(qJI cos a + qJ2qJ3 sin a) , !£1... (4.10) 
X2 XI 

X2cos a , 
XI 

K = 0,1, 1= ( - I)K, where a is a parameter depending on 
qJI,qJ2,qJ3 and 

xi =qJi +qJ~ +qJ~, X~ =qJi +qJ~. 
Integer I equals ( ± 1) and is connected to a reflection in two­
dimensional space, whereas a is connected to a rotation. Ac­
cording to Sec. II we have 

(I) (I) (1) 
y-A = B (aJ) ~ (4.11) 

and 

(2) (2) (0) 
y-A=B(a,!)!, u='8a/e. (4.12) 

Then by inserting (4.10) into (4.11) and (4.12) we get explicit­
ly the form of simple elements. The elements are presented in 
Appendix A (FI and F z)' 

(I) 

According to results given in Sec. II, A depends on two 
(2) 

parameters a and p, whereas A only depends upon a. 

Let us consider form (4.5) once more, now assuming 
that Y3 # 0, and let us introduce 

X = Y2/Y3 , Y = YI/Y3 . (4.13) 

Then we have 

(4.14) 

so 

X = (a/c) sinp, Y = (alc) cosp, (4.15) 

i.e., a parametrical equation of a circle, p is a function of qli' 

i = 1,2,3. If Y3 = 0, we obtain YI = Y2 = 0, thus a zero case. 
We have 

(I') (!\ 
YI-A =B(a,l) ~r (4.16) 

By inserting (4.10), (4.15) into (4.16) we obtain the explicit 
form of simple elements. They are presented in F I , (Appen­

(I') 

dix B). A depends on two parameters: a and p. 
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Xz XI XI 
(_ I)K 

X2 sin a, ft 
XI XI 

However, in a certain case a degeneration occurs and 
for K = ° we get only one parameter /3 = p + a, whereas for 

(I') 

K = 1, P - a = liJ. In this case A depends, really, on only 

one parameter. 
Let us consider (4.5) again, assuming that Yz#O. We 

introduce new coordinates 

y = Y3/Yz, X = YI/Y2 

and obtain from (4.5) 

yZ/(a/ef - X Z = 1 , 

and in a parametrical form 

y = (a/c) coshp, 

x= sinhp. 

Thus we have 

r,· S' ~B(a,I)G) 
If Yz = ° we obtain from (4.5) 

e2YI -azY3 =0, 

YI = ~(alc)Y3' ~2 = 1 

(4.17) 

(4.18) 

(4,19) 

(4.20) 

(4,21) 

(4.22) 

and y,. -:r' ~ B (a,1) G)' whm u ~ :0 . (4.231 

Inserting (4.10) into (4.20) and (4.23) we achieve the explicit 
(1") (Z") 

form of simple elements A and A , which are presented in 
Appendix C, (FI'" F 2"), 

Thus we have found here several types of simple ele­
ments which are used to construct solutions, i.e., simple 
waves and their interactions, so-called double and multiple 
waves, In Appendices A-C we present all classes of simple 
elements-FI , F 2 , Fl" F2" F I ", F 2" for (3.1), 

V. SIMPLE WAVES 

Now we present the simplest solutions of the system 
(3.1), namely those that have been constructed on the basis of 
homogeneous simple integral elements. The method of find-
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ing these solutions are presented in Refs. 1-3. In this section 
we deal with a method of solving Eq. (2.3). We use the results 
of Sec. II concerning parametrization of simple elements. 
The crucial point of our method is using the freedom of pa­
rameters occurring in simple elements. According to termin­
ology presented in Refs. 1 and 2, the elementary solution of 
the homogeneous system has been called a simple wave. 
Those solutions may be interpreted as waves since they show 
moving disturbances, the profile of which changes in the 
course of propagation [a sign of this is the implicit form of 
the relation (2.4) for the R (x) function]. The form of solution 
of (2.4) suggests that covector A. may be regarded as equiva­
lent to the wave vector (w,k) which specifies the velocity and 
direction of propagation of the wave. The specific profile ofa 

I 

d lr2 
- e

2
)112 [ ( ) ~ = I _ ({J2 sin a + ({JI({J3 cos a 

dR X2 XI 
+ 

simple wave is explicitly determined by its initial data. A 
certain amount offreedom is connected with the freedom of 
choosing one free function, which is a function of one vari­
able. The above remarks concern all simple waves which 
have been found. There exists also another freedom, con­
nected to parameters in simple elements in our method. This 
freedom is of another kind and origin. Due to it we may 
integrate Eq. (2.3) and obtain solutions with (q + I) arbitrary 
function of one variable, where q is a number of independent 
parameters in the simple elements. For all functions we ob­
tain a certain restriction and it seems to be an interesting 
point in the method. The simple wave obeys conditions (2.3) 
and (2.4). By substitution of the simple integral element 
(4.11) into Eq. (2.3), we obtain for K = ° 

(({J2 cos a - ({JI({J3 sin a) sinhP] + C({JI cosh p , 
XI XI 

d lr2 
- e

2
)112 [( ) ~ = I ({JI sin a - ({J2({J3 cos a 

dR X2 XI 
(({JI cos a + ({J;~3 sin a) sinh p] + C({J2 coshp, (5.1) 

XI 
dm X Iv - e2)112 em 

_T_3 = 2V{ I [cos a + sin a sinhp 1 + _T_3 coshp . 
dR XI XI 

Now we introduce the new dependent variables XI> X2' and 
flo = ({JI/({J2' We get from the system (5.1) 

dXI h --=ecos p;;.e, 
dR 

dX2 = ~ [ _ ~ Ilri - X~)1/2lri _ e2)1/2 
dR XI 

x (cos a +sinasinhp)+ eX2 coshpl, (5.2) 

~ arctan flo = (lri - e2)112/X2) (cos a - sin a) . 
dR 

Let us observe that quantities a and p, existing in Eqs. (5.2) 
are arbitrary functions of R. Hence, it is convenient to shift 
the arbitrariness from a and p to X I and X 2' The right-hand 
sides of the equations for X I and X 2 depend on a and p but 
they do not contain derivatives of these functions. Thus as­
suming that X I and X 2 are arbitrary, we obtain equations for 
a and p. These equations will express a and p in terms of 
functions X I and X 2 and their derivatives with respect to R. 
The condition of solvability of algebraic (or transcendental) 
equations for a and p provide us with restrictions on X I and 
X 2' In such a way the problem of solving the system of equa­
tions for X I and X 2 is reduced to the problem of solving alge­
braic equations and searching for restrictions for the arbi­
trary functions XI and X2' We will derive a set of such 
restrictions. After expressing a and p in terms of new arbi­
trary functions with restrictions we insert these relations 
into the third equation of(5.2) and to acovector (4.11). In this 
way, on the right-hand side of this equation we have the 
functions of R and we can integrate the equation 

(lR lr 2 - e2)112 ) 
flo = tan I (cos a - sin a) dR I + do ,(5.3) 

Ro X2 

do = const. Solving equations 

flo = ({JI/({J2' X T = ({JT + ({J~ + ({J~, X ~ = ({JT + ({J~ , 
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I 
we find the solution, which is a simple wave, 

({JI = ({JI(R ) , 

({J2 = ({J2(R ) , 
(5.4) 

({J3 = ({J3(R ) , 
(I) (I) (I) 

R = I/'(A.IX + A.V' + A.3Z) . 

It is easy to see that the conditions for X I and X 2 imply some 
restrictions for the range of parameter R and consequently 
[see (5.4)] a restriction for the function 1/'. This restriction is 
responsible for the fact that the function I/' has its range in a 
certain subset of the real axis. 

Now let us realize this program. For convenience of 
calculating we assume that 

xi = e2H , X~ = e2G , where e2G<,e2H (5.5) 

and we find restrictions for Hand G (H and G are functions 
ofR ). 

The first restriction for e2H is of course (3.4) and we have 

e~(2/JY + 1)<,e2H<,e~(2/JY - I). (5.6) 

By substituting (5.5) into equations one and two of(5.2) and 
then using the relations between trigonometric and hyperbo­
lic functions we get 

eH dH 
coshp=-­

e dR' 

2AB A 2 - I 
-::---t + =0, 
B2+1 B2+1 

where 

M. W. Kalinowski 
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· (eZH 
(dH)2 B=smhp= '!lz - -

CZ dR 

t = sin a, cos a = '!l(1 _ (2)1/2, 

'!l~ = '!l~ = 1 . 

1) 1/2 

(5.8) 

Thus, we get the first restrictions 

eH dH 
A. 1 <coshp =--, 

c dR 
(5.9) 

B. Itl<l. 

At the same time the quadratic equation (5.7) (second equa­
tion) must have real roots, so its ..1 cannot be negative. The 
latter condition yields 

BZ_A2+1>0. (5.10) 

By inserting A and B into (5.10) we obtain the following con­
dition: 

a1zi - a2z~ + a 3z lz2>0, 

dH z -
1- dR' 

dG 
Zz = dR ' 

(5.11) 

where 

a 1 = e4H _ e2(H + G I _ c2e2H , 

a 2 = c2e2G>0, a 3 = 2c2e2G>0 . 

Supposing that G #const, we introduce the new variable 
Z3 = z l lz2 and we obtain 

(5.12) 

Now we present the conditions for which (5.12) will be al­
ways satisfied regardless of the value Z3' By doing this we 
avoid differential inequalities that are hard to satisfy. These 
conditions are the following: ..1, of the quadratic equation 
(5.12) must be nonpositive, whereas the coefficient of~ must 
be positive. So, we have 

0>..11 = - e4H + c2e2G + e21G + HI _ c2e2H 
, (5.13) 

O<a l = e4H - e2IH+GI_ c2e2H . (5.14) 

The condition (5.13) is stronger than (5.14) and it is sufficient 
to fulfill only (5.13). By inserting (5.5) and (3.2) into (5.13) we 
obtain 

0< (J¥' + l)e4H + (J¥' _ 3)e2IH + GI _ 2c~(e2G + e2H ). 
(5.15) 

Using (5.6) we easily conclude that 2c~ - (J¥' - 3)e2H > 0, so 
finally we have 

2G [ (J¥' - l)e
2H 

- 2C~] 2H 
e > e . 

2c~ - (J¥' - 3 )e2H (5.16) 

Let us tum now to condition B. We solve the quadratic equa­
tion with respect to t and we get 

AB + (B2 -A 2 + 1)1/2 
(1.2= B2+1 (5.17) 

We choose the root with the smaller modulus, 

2627 

t= '!l2 IA l'IBI_(~2_A2+ 1)1/2, '!l~ = 1.(5.17') 
B + 1 
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Now we will prove that 

IIA I·IB 1- (B2 -A 2 + 1)1/21 
2 < I 

B + 1 
(5.18) 

when B 2 - A 2 + 1 >0. 
Let us consider the two cases 
IA l'IBI-(B2-A2+ 1)1/2<0, (5.19a) 

IA I·IB 1- (B2 -A 2 + 1)1/2>0. (5.19b) 

(a) We start from an obvious inequality (IA I + IB 1)2>0 
and we have 

(A 2 + B 2 + 21A I.IB i)(B 2 + 1»0, (5.20) 

i.e., 
A 2B2 +A 2 + B4 + B2 + 21A I·IB 1+ 21A I·IB IB2>0 

(5.21) 
or 
B2_A2+1 

<B4 + 1 +A 2B2 + 21A I·IB 1+ 2B2 + 21A I·IB 13 

= (B 2 + 1 + IA I + IB W (5.22) 

and from that (B2 -A 2 + 1)1/2 - IA I·IB 1«B 2 + I) or 

/(B2 -A 2 + 1)1/2 - IA I.IB IIIB2 + 1<1 . (5.23) 

So, 

(b) We have B 2 - A 2 + 1>0, that is 

A2B2<B2(B2+ 1)«B 2+ qz, 
IA.B 1«B2 + 1). 

And from that lAB I>(B 2 - A 2 + 1)1/2 we have 

I 
lAB I - (B 2 - A 2 + 1) I 121 

2 < 1. 
B + I 

(5.24) 

(5.25) 

(5.25/) 

(5.26) 

Summing up, we see that It 1< 1, so condition B is satisfied. 
Now let us tum to condition A. This is a differential 

inequality which may be solved by applying well-known re­
sults. 6 We have 

eH dH 
---->1, H(Ro)=Ho 
c(eH

) dR 

and the function P obeys the equation 

1 dP ---- = 1 and P (Ro) = eHo 
• 

c(P) dR 

(5.27) 

(5.27a) 

Using the definition of c we can write (5.17) and (5.27a) in the 
following focm: 

~ [ ~ arcsin (~(J¥' - 1)/2 e
H

)] > 1 (5.28) 
dR \j J¥' - 1 Co 

and H (Ro) = H o, 

- arcsm -
dR J¥' - 1 Co - , 
d [~ . (~(J¥'-1)/2P)] 1 

(5.28a) 

P(Ro) =eHo
• 

From (5.28a) we get 

P(R)=co ~sin[ ~(R-Ro) 
\jJ¥'-1 \jJ¥'-1 

+ arcsin ( ~ J¥' ; 1 ~o)] . 
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We have 

fh . (~(,w"-1)/2eH(R)) 
arcsIn 

,w" - 1 Co 

;;;. arCSIn fh . (~-(,w"~--1-)l-2 P(R )) 

,w" - 1 Co 

and 
eH(Ro) = P(Ro) = eHo 

(see, e.g., Ref. 6), hence 

eH;;;.co ~ sin [ ~(R - Ro) 
\j ,w" - 1 \j ,w" - 1 

. (~(,w" - 1)/2e
Ho

)] + arCSIn , 
Co 

Simultaneously we have 

Co .;;;; e .;;;; Co , ~ H(R) fh 
,w" + 1 ,w" - 1 

Co .;;;; eo';;;; Co • ~ H fh ,w" + 1 ,w" - 1 

Since P (R K ) = Co ~2/(,w" - 1), for 

~(1T RK=Ro+\j 2 T+2K1T 

- arcsin C10 ~ 7,.°
2
- 1 eHo)), 

(5.30) 

(5.31) 

(5.31a) 

(5.32) 

(5.33) 

(5.34) 

For cos a and sin a we have the following expressions: 

K = 0, ± 1, ± 2,00', 

we have 

e = Co . H(R,J fh 
dY-1 

(5.35) 

We have, of course, 

(5.36) 

Hence, function eH 
(R) is defined in the interval (Ro, + 00) for 

an established but arbitrary Ro. 
At points R K , c2 = 0, the magnitude of the vector of 

velocity of flow is maximal, and simultaneously pressure and 
density become equal to zero. Thus, the solution of the sys­
tem (5.1) is 

cr I = rheG sin K (R ) , 

cr2 = 1J2eG cos K (R ), 1Ji = 1J~ = 1 , 

qJ3=1JI~e2H_e2G , 

where 

(5.37) 

l R (e2H - c2) I /2 

K (R ) = (cos a - sin a) G dR ' + c' , 
R" e 

(II II) II) 

C' = const, R = if/(AIX + A2Y + A3z), RE(Ro, + 00) = L . 

The function if/ takes values only from the interval L. The 
conditions (5.16), (5.31a), (5.32), (5.33) are implied on func­
tions G and H. 

sin a = ~ I {eG ~ (H _ G) (e
2H 

(dH)2 _ 1)112 _ [(dH)2(e2H _ e2G) (e
2H 

- c
2
) 

~ ? ~ ~ ? ( 
d )2] 1/2} 

- e2G 
dR (H - G) 

X [:2 eH (~~Y (e2H _ e2G )I/2.(e2H _ C2)1/2] -I, 

cosa=~3(1- {[ -e2G(d~ (H_G)Y(e;; (~~) - 1) + (~~y(e2H_e2G)(e2H_c2) :2] 

(5.39) 

where 

Of course, expressions (5.38) and (5.39) should be inserted 
into covector A, like expressions (5.37). 

Now let us consider the following equation: 
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(II II) II) 

RK = if/(AI(RK)x + A2(R K) Y + A3(R K)z), (5.40) 

RKEL, 

where RK is given by (5.34). For a given K, Eq. (5.40) de­
scribes one or several planes with a normal vector A(R K ) 

(I) (I) (I) 

= (AJ(R K ),A2(RK ),A3(RK))· If the equation RK = if/ (r) pos­
sesses n roots ro i = 1,2,00.,n, if/(r;) = RK, then there are n 
planes: 

AI(RK)x +A2(R K)y +A3(R K)z = r;, 
i = 1,2,00.,n . (5.41) 
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Thus, they are parallel planes. When the function IJI is single 
valued we have only one plane. For different KI =l=K2 the 
planes belonging to K; do not have to be parallel and in 
general they cross each other. The sections of planes may 
also cross. 

Let us notice that (5.41) is a place at which both density 
and pressure disappear and the magnitude of the velocity 
reaches its maximal value. So in fact they are planes of 
"nodes" of density and pressure and of "antinodes" of the 
magnitude of the velocity vector. Because planes may cross 
each other we have also straight lines and points of "nodes" 
and "antinodes." Thus, the above solution may be treated as 
a nonlinear analog of a standing wave. 

Now let us turn to the case G = Go = const, dG /dR 
= O. We must specify the condition for ~;>O [compare 

(5.11)]. Then we have Z2 = 0 and (5.11) is reduced to 

alzf;>O. (5.42) 
Supposing that ZI =1=0, H =l=const we obtain a 1;>0, which by 
using (5.14) is reduced to 

e2H;> ( 2 ) (c~ + eW
,,) • (5.43) 

eo/' - 1 
And now we may repeat all the considerations concerning 
the conditions A and B and achieve the same results as be­
fore with the substitution G = Go = con st. The only differ­
ence will be another restriction for the lowest value of eH and 
eHo and the absence of restriction (5.16). 

The case H = canst leads to a nonphysical solution. 
From the equation eH(dH /dR) = c coshp;>c we have that 
c = 0, which leads to vanishing of density and pressure 
everywhere, thus to the absence of gas. 

For all simple elements from Appendix A it is possible 
to repeat the considerations and it was done in Ref. 7. But the 
most interesting case is described in this section. 

VI. GAUGE STRUCTURE AND "BACKLUND 
TRANSFORMATION" 

Now we construct some geometrical structures for sim­
ple (Riemann) waves of(2.5). These structures establish rela­
tions between Riemann waves of (2.5) and allow us to intro­
duce nonlinear transformations connecting two Riemann 
waves [exact solutions of (2.5)]. The nonlinear transforma­
tions are of gauge type, and may be treated as "Backlund 
transformation" 8 for (2.5). 

Namely, let matrix A = (aij) have K eigenvalues Wi> 
i = 1,2, ... ,K, each of order Ii> };f~ 1 I; = n. 

In such a case we have a natural group acting on simple 
elements A. nf~ 1 ® 0(/;) each of the group O(/j) acts on the 
coordinates vj,j = };~:; Ir, };~:; Ir + 1, ... ,};~~ 1 Ir without 
destroying the diagonalization of matrix A. It is easy to see 
that a pa2, ••• ,am are parameters of the group nf~ 1 ® O(/j), 
m = 1:f~ 1 ! Ij(lj - 1). 

Simultaneously we can connect the group O( p,q) with 
the cone 

7J I ;j vf = 0 (;j is equal to one of wd. (6.1) 
j~1 

Let;j = lffj I ;j I ' where lffj = sgn;j . (6.2) 

By transforming Vj to v;,j = 1,2, ... ,n , 

(6.3) 
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we transform (6.1) into 
TJ I lffjV;2 = 0, (6.4) 

j~ 1 

i.e., into a canonical cone. The group O( p,q) conserves a 
quadratic form 

7J 

Q (V' ,v') = I lff j V;2 , (6.5) 
i=1 

where p = number of integers lff j equal to 1, q = number of 
integers lff j equal to ( - 1) in the sum (6.5). Obviously 
p + q = n (we assume there exist no zero eigenvalues). 

Now, let us notice that classes of simple elements, and, 
in consequence, simple waves, which are constructed ac­
cording to Sec. II, are related to the choice of a concrete 
chain of subgroups O( p,q). This chain ends on the two-ele­
ment group {e, - e J or the trivial group {e J, hence 

::,){e, -eJ 
0(p,qPO(PI,q1PO(P2,q2P'''::'){ej , (6.6) 

where for pj' qj' pj + I' qj + I we have the following relations: 
either pj = pj + I' qj = qj + I + 1 

(6.7) 

Po =p, qo= q. 
In this way the dimension of the space in which the 

group operates, diminishes to 1 according to Sec. II. The 
choice ofthe sequence of subscripts jOJI, .. ·JK _ 2 corre­
sponds to one of the possible chains of subgroups (6.6). Thus 
with each simple element we can connect in a natural way 
the following group: 

L j = [ ® lI
1

o(lj)] ® O(Pi>qj)' (6.8) 

The origin of each factor of the simple product is, of course, 
different. In general, we connect with Eq. (2.5) the group 

L = [ ® JJ1 0(1;)] ® O( p,q) . (6.9) 

Group L j acts on a submanifold F j C lff· (the manifold of 
simple elements of a chosen class according to the classifica­
tion from Sec. II). Since a simple element is a function of a 
point of hodograph space eo/' (the space of values of the solu­
tions of the equation) we may connect with the equation very 
natural fiber bundles. For every class of simple elements we 
have a fiber bundle Pj over the base space eo/' with structural 
group L j , typical fiber F j , and projection 1Tj :Pj-+,K. 

It is easy to see that dim(L j ) = dim(F,) and for every 
simple element, AEF'j we have 

AoEF'j, 
A = g'Ao , where gELj and (6.10) 

Ao = canst. 
Taking a local section of Pj we get 

A (u) = g(a(u)) Ao , uE!iJ ceo/' , (6.11) 
where a is the set of all parameters of the groupL j • But in the 
case of simple waves we have Riemann invariant R (parame­
trization in hodograph space df). Thus we obtain a special 
structure, a bundle nj over the base space 871 (a straight line 
of the Riemann invariant) with structural group L j , typical 
fiber Fi> and with a projection nj :Hj -+8lI. For every local 
section of H j we get 

A(R)=g(a(R))Ao, REVC8lI. (6.12) 
Every local section f gives us a simple wave belonging to a 
chosen class of simple waves (simple elements). If we have 
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two local sections f andg we have two different simple waves 
of the same type. If we change the section from f to g, we 
change functions a(R ) to (J (R ) and we get 

g(a(R )) = h (R )g( (J (R )), A, (a(R )) = h (R )A ((J (R )) , 

h (R )EI. . (6.13) 
Thus we see that the action of the "gauge group" of Li over 
straight line &? (Riemann invariant) on a simple wave creates 
a new simple wave of the same type ("gauge group" means 
that the parameters of Li depend on R ). In Sec. V we solved 
Eq. (2.4) using arbitrary functions a(R ). We shiftthe freedom 
from the a's to new, more convenient functions. We should 
do this for functions a and (J independently. For a and (J 
one gets algebraic (or transcendental) equations. These equa­
tions will express a (or (J) in terms of new functions and their 
first derivatives with respect to R. The condition of solvabil­
ity of the algebraic (or transcendental) equations provides us 
with restrictions for the new functions. Varyinga(R )to (J (R) 
we change these new functions and their first derivatives. 
Thus we get the gauge transformation connecting two exact 
solutions (simple waves of the same type). This transforma­
tion is very similar to classical Backlund transformation. 8 

For Eq. (3.1) we have the following situation: 

L = 0(2)®0(1,2). (6.14) 
And we used the following chains of subgroups of O( 1,2): 

II) 

0(1,2PO(1,1)::J!e,-e] , 

0(1,2PO(2P Ie, - e] , (6.15) 
(2) 

0(1,2PO(1,lP [e, - e] . 
All these chains correspond to examined simple elements 

Inserting (6.17) and (5.39) into (6.18) we get 

and simple waves and we obtain the following gauge groups: 
(I) 

LI=0(2)®0(1,1), L I, =0(2)®0(2), 

L 2, = 0(2)® Ie, - e] , (6.16) 
12) 

L2=0(2)®[e,-e], L I" =0(2)®0(1,1), 

L 2" = 0(2) ® [e, - e] . 

The case with L I , = 0(2) ® 0(2) is very interesting because 
we have simple elements corresponding to that group with 
only one arbitrary parameter. Two parameters of 0(2) ® 0(2) 
become one parameter of the "diagonal group 0(2)." 

Now let us write down the explicit form of the action of 
the gauge group on functions Hand G for the case (5.1). Let 
us suppose that there exists one exact solution-a simple 
wave with parameters a and p and corresponding arbitrary 
functions Hand G. In this case we have Li = 0(2) ® O( 1, 1) 
= L]> a is a parameter of 0(2) and p of 0(1,1). 

We change functions pandainto p +L1panda +L1a. 
It is a change of gauge by means of functions L1p and L1a. 
And we look at how G and H will change. In this way we 
obtain the explicit action of the gauge group on the manifold 
of functions Hand G and their first derivatives with respect 
toR. 

but 

We have 

eH dH 
coshp=---, 

e(eH
) dR 

eH
, dH cosh( p + L1p) = ____ I 

e(eH ,) dR 
(6.17) 

cosh( P + L1p) = cosh P cosh L1p + sinh p sinh L1p . (6.18) 

eH, dH eH dH ( e2H (dH)2 )1/2 
--__ I = ____ cosh(L1p) + ~ 2 -- - - 1 sinh(L1p) . 
e(eH,) dR e(eH) dR e2(e2H ) dR 

(6.19) 

(6.19) is the nonlinear representation of the gauge group originating from 0(1,1) on the manifold offunctions Hand G and 
their first derivatives with respect to R (H,H1,G,GI,a, p,L1a,L1p are functions of R ). 

For 0(2) we get similarly from (6.20) 

sin(a + L1a) = sin a cos L1a + sin L1a cos a , (6.20) 

~ I reG, d~ (HI - GI) (:~' (~~I Y - 1 y12 - [( ~~I Y(e2H, - e2G,) (e2H~~ e
2
) - e2G, C~ (HI - Gd)T12} 
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Restrictions on functions H, H" G, G, and a range of the parameter R given in Sec. V have been already imposed (see Sec. V). 
Relations (6.19), (6.21) are analogs of the Backlund transformation for Eg. (5.1). At the same time this action is a certain 

representation of the gauge group (a local one) on the manifold of arbitrary functions and their first derivatives parametrizing 
the solution. In this way the "Backlund" transformation for Eg. (5.1) is a nonlinear representation of the gauge group (a local 
one) which has originated from the group L,. 
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APPENDIX A 

Covectors A, (FI ,F2 ), K = ° 
+ f{Jlf{J3 cos a) + (f{J2 cos a - f{Jlf{J3 sin a) sinhP] + Cf{J1 coshp 

XI XI XI 
II) 
A 

IK~O) 

(x 2 _ C
2

)1I2 [( ) ( 
I X2 f{J1 sin a - f{J;~3 cos a - f{J1 cos a + f{J;~3 sin a) sinhp] + ~2 coshp 

X2(x ~ - C
2

)1/2 " 
~:..:.....::--- (cos a + sm a smh p) + Cf{J3 cosh P 

XI XI 

(2) 

A 
IK~O) 

Covectors A, K = 1 

II) 
A 

(x~ - C
2

)1/2 [ ( . ) ( 
X2 - f{J2 sm a + f{J;~3 cos a + - f{J2 cos a + f{J;~3 sin a) sinhp] + ~I coshp 

IK~ I) 

(x ~ - C
2

)1/2 [( . 
f{J1 sm a - f{Jlf{J3 cos a) + (f{J1 cos a + f{J2f{J3 sin a) sinhP] 

X2 XI XI 

X Iv 2 _ C2)1/2 

2U I (cos a _ sin a sinh p) + Cf{J3 cosh P 
XI XI 

IF(x 2 - C
2

)1/2 ( ) C 
I _ f{J2 cos a + f{Jlf{J3 sin a + J!J. 

X2 XI XI 
(2) 

A 
IK~ I) 

IF(xi - C
2

)1I2 ( 
f{J1 cos a + f{J2f{J3 sin a) + Cf{J2 

X2 XI XI 
_ IFlv2

1 
_ C2)1/2 • 

--U-'----X 2 sm a + Cf{J3 

APPENDIX B 

Covectors A " K = 0, (Fl' ,F2, ) 
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II') 

A 
IK~O) 

J. Math. Phys., Vol. 25, No.9, September 1984 
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XI 
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APPENDIXC 

Covectors..i ", (FI" ,Fz- ) 

(x2 _ C2)1/2 [ 
I _ f1VP3 (cos a sinhp + sin a) -1fJ2(sinhp sin a + cos a)] 

X2 XI 
+ CIfJ I cosh P 

XI 
(1") 

..i 
K=O 

(x 2 _ C2)1/2 [ 
I _ IfJZlfJ3 (sinhp cos a + sin a) + IfJI(sinhp sin a - cos a)] 

X2 XI 
+ ClfJ2 cosh P 

XI 

(1") 

..i 
K=I 

(2") 

..i = 

(x2 _C2)1/2 
I X2 (sinhp cos a + sin a) + ClfJ3 coshp 

XI XI 
(x 2 _ C2)1/2 [ 

I _ 1fJ11fJ3 (sinhp cos a - sin a) -1fJ2(sinhp sin a - cos a)] 
X2 XI 

(x 2 _ C2)1/2 [ 
I 1fJ21fJ3 (_ sinhp cos a + sin a) + IfJI(COS a + sinhp sin a)] 

X2 XI 
(x2 _C2)1/2 

I X2 (sinhp cos a - sin a) 
XI 

- ~(xi - C
2

)112 ( ) 1fJ2 sin a + 1fJ11fJ3 cos a +!!l 
CX2 XI XI 

~(xi - C
2

)1/2 ( ) 
IfJ I sin a - IfJZlfJ3 cos a 

CX2 XI 
~(xi - C2)1/2 
---'-----X 2 cos a + ft 

XI 

ClfJ3 coshp 
XI 

K=O,1, 

+ CIfJI cosh P 
XI 

+ ClfJ2 cosh P 
XI 

where a, p, /J,w are arbitrary functions of lfJi' i = 1,2,3 and xi = lfJi + 1fJ~ + IfJL X ~ = lfJi + IfJL ~2 = 1. 
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V*-algebras: A particular class of unbounded operator algebras 
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We consider a weak unbounded commutant for a set of unbounded operators and we examine 
op*-algebras which coincide with some of their bicommutant. This class of op*-algebras, called 
V*-algebras, shows some properties close to those which hold true for bounded operator algebras. 

PACS numbers: 02.30.Tb, 03.65.Db 

I. INTRODUCTION 

Algebras of unbounded operators have been the sub­
ject, in recent years, of many studies (Refs. 1-9), particularly 
in view of their applications to quantum theories. 

From some point of view, these algebras seemed to be 
the best generalization of algebras of bounded operators in 
Hilbert space. But a deeper study has shown that a large 
number of pathologies arises and that many properties of 
algebras of bounded operators may fail to be true for them. 

For this reason it seems to be convenient to select, 
among the most general unbounded operator algebras, 
classes showing a better behavior. In this spirit, many inter­
esting works have been published (see, for instance, Refs. 10-
12). 

The present paper may be considered as a further at­
tempt in this direction. 

After having summarized, in Sec. II, notations and ba­
sic definitions, in Sec. III we introduce a weak unbounded 
commutant for a set of unbounded operators and discuss 
some simple topological properties of it. 

As is natural, a definition of a commutant leads us to 
consider op*-algebras which coincide with some of their bi­
commutants. Thus we introduce, in Sec. IV, V*-algebras and 
SV *-algebras and show that in these algebras it is possible to 
overcome some difficulties which arise in the study of the 
most general unbounded operator algebras. Actually, some 
properties which hold true for bounded operator algebras 
can be proved for V*-algebras. 

In Sec. V we show that the bounded part of a V * -algebra 
is a von Neumann algebra and that a V *-algebra is not neces­
sarily an EW*-algebra (Refs. 10 and 11). In fact, in a V*­
algebra a symmetric element need not be essentially self­
adjoint. 

On the other hand we prove that an arbitrary von Neu­
mann algebra is allowed to be the bounded part of a nontri­
vial V * -algebra. 

Finally, in Sec. VI, we briefly discuss some situations 
where an algebra .ef generates a V*-algebra and examine, 
furthermore, the abelian case. 

For what concerns applications, it has been proved else­
where (Ref. 13) that V*-algebras provide a natural frame­
work when discussing the problem of the completeness of a 
set of compatible observables, a problem whose classical for­
mulation is given in terms of von Neumann algebras. 

As in the above case, we guess in the mathematical de­
scription of many physical theories (such as quantum field 
theory, quantum statistical mechanics, etc.) that V * -algebras 

could appropriately be substituted for von Neumann alge­
bras, as far as the use of bounded operator algebras is not 
something intrinsic in those theories but is only needed for 
technical reasons. (With respect to this point see, e.g., Haag's 
discussion in Ref. 14.) 

II. NOTATION AND PRELIMINARY DEFINITIONS 

Let fiJ be a scalar product space. We will denote with 
C 2) the *-algebra of all linear operators in fiJ which have an 
adjoint in fiJ; or, equivalently, the *-algebra of all a(fiJ, fiJ)­
continuous operators. The a(fiJ, fiJ)-topology is understood 
to be that defined by the set of seminorms 

! <p --+ 1(<p,¢)I, ¢ E fiJ J. 
The algebra C g: is often called X' + (fiJ) by other authors. 

We will denote with J¥' the Hilbert space which is the 
norm-completion of fiJ. Then C g; can be meant to be the set 
of all closable operators A in J¥' having fiJ as a dense com­
mon invariant domain and such that A * fiJ k fiJ. The invo­
lution in C g; is then defined by A --+ A + withA + = A * ~ fiJ . 

An op*-algebra scf in fiJ is an involutive subalgebra, 
with unity, of C g: . 

An op*-algebra scf on fiJ is said to be (i) closed: if 
fiJ = ~(.ef) = rlAE.#D(A) or, equivalently, if fiJ is com­
plete under the .ef -graph topology defined in fiJ by the set of 
seminorms <p --+ IIA<p II, A E .ef; (ii) self-adjoint: if 
fiJ = fiJ *(.ef) = riA E.# D (A *); (iii) symmetric: if 'tI A E .ef 
(1 + A + A)-I E .ef b = .ef rI &l (JY); (iv) standard: if each 
symmetric element A of.ef (i.e., A = A +) is essentially self­

adjoint in fiJ or, equivalently, if'tlA E.ef A + = A * results. 

III. COMMUTANTS 

In the following we will be concerned with the concept 
of a commutant of a set of operators. We will give a definition 
of a com mutant in such a way that also unbounded operators 
may belong to it. 

Definition 3.1: Let J¥' be a Hilbert space and fiJ a dense 
linear manifold of J¥'. With C (fiJ ,JY) we will indicate the set 
of all closable operators A 10 J¥' such that 
fiJ k D (A ) rI D (A *). 

ItisclearthatB(JY) k C(fiJ,JY)andCC/' k C(g,JY). 
It is easily seen that C (g ,JY) is a *-invariant linear 

space. (A set (j' of operators is said to be *-invariant if A E (j' 

implies A * E (j'.) 

It is possible to define in C (fiJ ,JY) many different topo­
logies. We will use the following ones. 
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(i) iP -weak topology is defined by the set of seminorms 

A E C (iiJ ,Jr') -+ I (Atp,tP)Itp,tP E iiJ. 

(ii) iiJ -strong topology is defined by the set of semin­
orms 

A E C (iiJ ,Jr') -+ IIAtp Iltp E iiJ. 

The map A -+ A *, which is continuous with respect to 
the iiJ -weak topology, is not, in general, iiJ -strongly contin­
uous. 

Let & be a *-invariant subset of C (iiJ ,Jr'). The weak 
bounded commutant & ~ is understood to be the set 

&~ = IB E 8i?(Jr'): (Af,B *g) = (B/,A *g) 

V/,gEiiJ, VAE&j. 

The set & ~ is a *-invariant linear space, but it is not, in 
general, an algebra. 

We define a weak unbounded commutant as the set 

&~ = IX E C(iiJ,Jr'): (A/,x*g) = (Xf, A *g) 

V/,gEiiJ, VAE&j. 

It is clear that & ~ = & ~ n B (Jr'). 
The second commutant is now defined as &;;" = (& ~)~ 

and the commutants of higher order in a similar way; it is 

easy to see that &~ = &:,,'" etc. 
Both &~ and &;;" are *-invariant linear subspaces of 

C (iiJ ,Jr'). 
It is also possible to define a commutant in C[j) for a 

*-invariant subset of C (iiJ ,Jr'). We will call it &::: and define 
it as &::: = & ~ n C 9 . 

If & is a *-invariant subset of C (iiJ ,Jr'), in analogy to 
what is usually made for op*-algebras, we indicate with 
iiJ*(&) the subset of JIi"': iiJ*(&)=nAE& D((A liiJ)*). 
Clearly iiJ ~ iiJ*(&). 

We will now give some topological properties of the 
commutant. 

Proposition 3.2: Let & be a *-invariant subset of 
C (iiJ ,Jr') such that & iiJ ~ iiJ. Then (i) & ~ is iiJ -weakly 
closed; (ii) &~ fiJ ~ iiJ*(&). 

Proof (i) is an easy consequence of the fact that for 
A E &, X E C (iiJ ,Jr') and f, g E iiJ, the linear functional in 
C(iiJ ,Jr') 

w(X) = (X/,A *g) - (A/,x*g) 

is iiJ-weakly continuous in C(iiJ,Jr'). (ii) If A E &,XE &~, 
f, g E iiJ we have 

I(A/,x*g)1 = I(X/,A *g)1 = 1(f,x*A *g)l<k Ilfll 
V/E iiJ, (k = IIX*A *gll)· 

Therefore, X *g E D ((A I iiJ )*). 
Remark 3.3: Since &~ need not, in general, leave iiJ 

invariant &;;" may fail to be iiJ-weakly closed. 
Corollary 3.4: Let d be an op*-algebra. We have (i) d~ 

is iiJ-weakly closed; (ii) d~ = IX E C(iiJ,Jr'): 
XiiJ ~ iiJ*(d),XA/=A +*Xf, V/E iiJ, VA E dj;(iii)ifd 
is self-adjoint, d~ = d::: and d;;" is iiJ-weakly closed. 

The proof is straightforward. 
In contrast with the bounded case the bicommutant of 
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an op*-algebra d may fail to be the closure of d. However, 
we have 

Proposition 3.5: Let d be an op*-algebra such that the 
iiJ -strong closure Jjs of din C (iiJ ,Jr') is contained in d:". 
If one of the following conditions is fulfilled then d" coin­
cides with the iiJ -strong closure of d in c'(iiJ ,Jr'). w" 

(i) d consists only of bounded operators. 
(ii) .9t~ = d~ for some op*-algebra :Y1 ~ db 

= d n 8i? (Jr'). 
(iii) For each tp E iiJ the norm-closure in iiJ of the sub­

space d tp is orthocomplemented in iiJ. 
Proof (i) We need only to prove that d:" ~ Jjs. Let 

tp E iiJ, tp of- O. We consider the subspace d tp of JIi'" (the clo­
sure will be meant in the norm-topology of Jr'). Let P be the 
projection operator onto this subspace. Clearly, each A E d 

leaves d tp invariant, and then PA = AP results. Hence, 
P E d ~. If BEd:" and tP E iiJ we get 

((1 - P)Btp,tP) = (Btp,(1 - P)tP) = ((1 - P)tp,B *tP) = O. 

Hence, Btp = PBtp, for the density of iiJ, or, equivalently, 

Btp E d tp . This is turn implies that B E Jjs. 
(ii) Follows easily from (i). 
(iii) The argument is almost the same used in the proof 

of (i). Notice that any A E d leaves d tp invariant because 

d tp being orthocomplemented, coincides also with the 
a(iiJ,iiJ)-closure of dtp and A is a(iiJ,iiJ)-continuous. 

Therefore, the projection Ponto d tp is an element of d ~. If 
we denote by F the continuous extension of P to JIi"', in the 
same way as in (i), it can be proved that 
Btp = FBtp, VB Ed:". This means thatBtp is an element of 
the closure of d tp with respect to the norm-topology of JIi"'. 
Therefore, B E Jjs. 

Remark 3.6: In the proof of (i) we did not use the fact 
that d leaves fiJ invariant. Thus the statement remains true 
for an arbitrary *-algebra with unity of bounded operators. 

Remark 3.7: Under the stronger assumption 
Jjs ~ d;;" we get, as is obvious, the same statement for 
d;;" and moreover d;;" = d:" results. 

Notice that if we require that the iiJ -weak closure Jjw 
of d is contained in d:" we get also d:" = Jjw = Jjs. 

Corollary 3.8: If d is a closed and symmetric op*-alge­
bra, then d;;" = d:" = Jjs = Jjw. 

Proof Since a closed and symmetric op*-algebra is self­
adjoint (Ref. 11, Proposition 2.6), by Corollary 3.4, both 
d;;" and d:" are fiJ -weakly closed. Furthermore, for a 
symmetric op*-algebra (d b)~ = d ~ results (Ref. 12, 
Lemma 2). The statement follows from (ii) of Proposition 
3.5. 

The assumptions (ii) and (iii) of Proposition 3.5 seem to 
be independent; however, we have 

Proposition 3.9: Let d be a self-adjoint op*-algebra 
such that d ~ = (d b)~' Then for each tp E iiJ the norm clo­
sure of the subspace d tp is orthocomplemented in iiJ . 

Proof Let d tp be the norm-closure in JIi'" of the sub­
space d tp and let P be the corresponding projection opera­

tor. Since the bounded elements of d leave d tp invariant, 
P E (d b)~ = d~. Therefore, by Corollary 3.4, P leaves iiJ 
invariant. 
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The converse of this proposition is not, in general, true. 
In fact, let T be a self-adjoint operator in Jif' and Y the 
algebra generated by the restriction of T to 9"" (T) 
= nn> 1 D (T n). As is known Y is self-adjoint on 9 "" (T). Let 

cp E 9 "'(T) and JI = Y cpo As will be shown later (Proposi-
tion 6.1) the norm-closure.ff of JI in 9 ""(T) is orthocom­
plemented in 9"" (T). On the other hand, in this case, 
Y;" #(Yb );" because Y b = C1. 

The assumption (.o1b);" = .01;" has also the following 
topological consequence: 

Proposition 3.10: Let .01 be an op*-algebra such that 
:iis ~ d~(T' If(.o1b);" =.01;" then.o1b is 9-strongly dense 
in .01. 

Proof Because of Proposition 3.5 (.o1b)~" = :ii~. 
Therefore, .01~" = (.o1b);':o- ~ :ii~ ~ :iis

• Then 
.o1~o- = :iis = :ii~. 

Remark 3.11: By a slight modification of Ref. 12, 
Lemma 2, for a symmetric op*-algebra .01 the equality 
(.o1b)~ =.01~ can be proved. 

IV. BICOMMUTANTS AND V*-ALGEBRAS 

We will now introduce the concept of V*-algebra. 
Definition 4.1: Let .01 be an op*-algebra on 9. We say 

that .01 is regular (respectively, completely regular) if 
.01;" ~ Cfj: (resp., .01~" ~ Cy ). 

A regular (resp., completely regular) op*-algebra is said 
to be a V*-algebra (resp., an SV*-algebra) if .01;" = .01 (resp. 
.01~" = .01). 

Finally, wesaythata V*-algebra(resp.,anSV*-algebra) 

is a V*-algebra (resp., an SV*-algebra) if it is 9-weakly 
closed. 

Clearly, if.o1 is completely regular, it is regular and ifit 
is an SV*-algebra it is a V*-algebra. 

Remark 4.2: If 9 = Jif' [and therefore, 
C (9 ,m = B (m] the concepts of V*-algebra, V*-algebra, 

SV * -algebra, and SV * -algebra coincide with the usual con­
cept of von Neumann algebra. 

As a consequence of Corollary 3.4 we have 
Proposition 4.3: If.o1 is a self-adjoint op*-algebra, then 

.01~ is a V*-algebra. 
Corollary 4.4: If.o1 is a commutative self-adjoint op*­

algebra, then both .01~ and .01;0' are V*-algebras. 
Remark 4.5: If, for a given op*-algebra.o1, .01~ is a V*­

algebra, then .01;" is a von Neumann algebra. 
We already noticed that if the bicommutant of a given 

op*-algebra .01 is also an op*-algebra, then .01;" is a V*­
algebra. Besides, it is clear that .01;0' is also minimal for this 
property. If .01;" is an op*-algebra, we say that it is the V*­
algebra generated by .01. On the other hand, the condition 
.01;" ~ CC/ being not always fulfilled, it is not always possi­
ble to find a V * -algebra generated by a given op* -algebra .01. 

In order to find conditions for the regularity of an op*­
algebra we have to look for information about the range of 
the operators of d;". However, a difficulty arises from the 
fact that in an op*-algebra the left multiplication may fail to 
be continuous in the topology induced on d by the 9-
strong topology of C (9 ,m. 
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Proposition 4.6: Let .01 be an op*-algebra and :iis its 9-
strong closure in C (9 ,m. If the left multiplication is 9-
strongly continuous in d, then for each A Ed's, 
A9 ~ ji)(.o1) results. 

Thus, if d is a closed op*-algebra and d;O' ~ d's 
(resp., d;:'" ~ d'S) then .01 is regular (resp., completely re­
gular). 

Proof Let A E :iis. Then there exists a net (Aa) ~ .01 
s 

such that Aa ---+A, i.e., AaCP ---+Acp 'ricp E 9. If BE.o1, by 

the hypothesis, BAaCP is a Cauchy net with respect to the 
norm of 9, or, equivalently, AaqJ is a Cauchy net with re­
spect to the .o1-topology of 9. Then there is an element 
if; E ji)(d) such that AaCP ---+ if; in the .o1-topology. Of 
course, if; = Acp. Therefore, AqJ E §J (.01). 

Notice that if the algebra.o1 is dominated by a subalge­
bra of its center, the left multiplication is continuous. 

Let us now give some properties of V*-algebras. 
In a previous paper,7 we examined some spectral prop­

erties of the *-algebra C q,. We gave, in particular, a suffi­
cient condition in order that a self-adjoint operator of C q, 

admit a spectral decomposition with spectral measure with 
values in the same algebra. This proposition was, afterwards, 
proved by Antoine and Mathot (Ref. 8, Corollary 5.3) under 
weaker assumptions. We examine now this problem for a 
V*-algebra . 

Proposition 4. 7: Let d be an op*-algebra and let TEd 
be an essentially self-adjoint operator in 9 and E (A. ) the 
spectral family of T. Then E (A. ) E .01;:'" . 

Consequently, if J;ff is completely regular then 
E(A.)9 ~ 9; moreover, if .01 is an SV*-algebra then 
E (A.) ~ 9 E .01. 

Proof It is known, by the classical spectral theorem, 
that E (A. ) commutes with all bounded operators commuting 
withT. Therefore,E(A.) E (T) II (theusualbicommutant).But 
since!» is an invariant core for T we have (Ref. 8, Lemma 
5.1) {T),={T);". Thus {T)"={T):~w 
~ {T);:'O' ~ .01;:'". 

Now let Tbe an essentially self-adjoint operator belong­
ing to an op*-algebra.o1. We will shortly discuss the behav­
ior of the functions of T, when they exist (an analogous study 
was made in Ref. 15, from another point of view). 

Proposition 4.8: Let d be an op*-algebra on 9 and Tan 
essentially self-adjoint operator of .01. 

Let u be a measurable function of a real variable, finite 
and determined almost everywhere with respect to the spec­
tral family E (A. ) of T. If 

9 ~ (qJEJif'J:"" lu(A.Wd(E(A.)cp,qJ)<oo), (1) 

then u(T) E .o1;:'u. 
Consequently, if.o1 is a completely regular op·-algebra, 

then u(T)9 ~ 9. 
Furthermore, if .01 is an SV *-algebra then 

u(T) = u(T) ~ 9 E .01. 
Proof As is known, u(T) commutes, in the usual sense, 

with each element of (T) '. As we saw before IT)' = IT);" 
and therefore, u(T) E IT) ~u ~ .01;:'". 

Remark 4.9: If utA. ) is a bounded function, then (1) is 
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automatically fulfilled, thus all bounded functions of T be­

long to J?! ~a' 
Remark 4.10: Proposition 4.8 extends immediately to 

functions of a family I A I'" An 1 of strongly commuting self­
adjoint operators (i.e., with commuting spectral projections). 

As a simple application of the previous propositions, let 
us now say a few words about one-parameter groups of un i­
tary operators which play, as is known, an important role for 
applications to quantum theories. 

Proposition 4.11: Let J?! be an SV*-algebra on 9 and 
U(t) a one-parameter continuous group of unitary operators 
in JIr'. LetA be the infinitesimal generator of the group U(t). 
If A t 9 E J?! and is essentially self-adjoint in 9, then 
U(t)t 9E J?!. 

The converse of the above proposition is not in general 
true because we do not know if 9 is contained in the domain 
of the infinitesimal generator. However, we can give the fol­
lowing: 

Proposition 4. 12: LetJ?!bea V*-algebraon9 and U(t)a 
one-parameter continuous group of unitary operators such 
that U(t) t 9 E J?! and whose infinitesimal generator A con­
tains 9 in its domain. Then A t 9 E J?!. 

Proof If 9 ~ D (A ) then A E C (9 ,Jf"). Because 

A/= lim -!-(U(h) -1)/ V/ED(A), 
h~O Ih 

A belongs to the 9 -strong closure of J?! in C (9 ,Jf"). But J?! 
is, by hypothesis, 9 -strongly closed. Therefore, A E J?!. 

V. THE BOUNDED PART OF A V*-ALGEBRA 

In this section we will shortly discuss the structure of 
the bounded part of a V*-algebra and compare V*-algebras 
with EW*-algebras, introduced by Dixon and extensively 
studied by Inoue (Refs. 10 and 11). 

Proposition 5.1: Let J?! be a V*-algebra. Its bounded 
part is a von Neumann algebra. 

Proof Since .s!I is 9 -weakly closed in C (.0 ,Jf"), .rf b is 
.0 -weakly closed in B (Jf") and therefore, it is closed in the 
usual weak topology of B (Jf"). 

Proposition 5.1 does not imply, in general, that a V *­
algebra is an EW*-algebra (i.e., a symmetric op*-algebra 
whose bounded part is a von Neumann algebra) for a V*­
algebra need not be symmetric, as the following example 
shows. 

Example: It is shown in Ref. 5 (Theorem 7.1) that, for an 
abelian op*-algebra .s!I, standardness is equivalent to com­
mutativity of J?!~w and it is also shown that there exists a 
self-adjoint abelian op*-algebra with trivial commutant, 
J?!~ = C1 (Ref. 5, Example 3). This op*-algebra is therefore, 
nonstandard. But since it is self-adjoint and abelian, it is 
regular (Corollary 4.4), and thus .s!I;;a is a V*-algebra. Were 
.s!I;;a an EW*-algebra, then it would be standard (Ref. 11, 
Theorem 2.3) and so .s!I would also be standard. 

Proposition 5.2: Let .s!I be a self-adjoint SV*-algebra. 
Then .s!I is an EW*-algebra. 

Proof By the hypotheses, .s!I = .s!I;~ = .s!I;;" = J?!:a' 
By Ref. 12, Lemma 1, VA E .s!I;c' A7]J?!:w 
= (.s!I:~a)b = (.s!I;;,,)b' Therefore, A *A7](.s!I;;a)b' and thus 

(1 + A * A) ~ 1 t.0 E (.s!I;;a)b' Hence, .s!I is an EW *-algebra. 
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Proposition 5.3: Let J?! be a closed EW*-algebra and 
assume, moreover that J?! is 9 -strongly closed in C (9 ,Jf"). 
Then .s!I is a closed SV*-algebra. 

Proof It is an easy consequence of Corollary 3.8. 
Remark 5.4: As a consequence of the previous proposi­

tions a closed and symmetric op*-algebra which is .0-
strongly closed is an EW*-algebra. 

An interesting question arises now: What kind of von 
Neumann algebra may occur as the bounded part ofa V*­
algebra? We will answer by showing that any von Neumann 
algebra is the bounded part of a certain V*-algebra. 

Actually, we have 
Proposition 5.5: Let A/' be a von Neumann algebra. 

Then there exists a pre-Hilbert space.0 and a V * -algebra r 
on .0 such that r b = ~Y. 

Proof If vJ! = &J (Jf"), then § = JIr' and 
uJ!;;a = B (Jf"). If A/' = C1, for an arbitrary §, we have 
A/'~ = C (§ ,Jf") and thus A/';;a = C1; so 'J/ = C1. 

Apart from the trivial cases, if A/' is a von Neumann 
algebra it is possible to find a self-adjoint unbounded opera­
tor T affiliated with A/". Let Y be the algebra generated by 
Ton .0 "'(T). We get AI k Y~ = Y'. Then ff k Y~. 
This is turn impliesA/';a k Y~ k Cf/J' 

Let 'J/' = ,/V;;a' r is a V*-algebra. It remains only to 
prove that 'J/' b = cY. 

Since uV k cf;;w and .,f/' = uV~ k ff~ we get 
ff~ k (.Y')~ =JV" = JV·. Therefore,ff=ff~ = r b • 

Remark 5.6: The V *-algebra obtained in this way is, of 
course not unique. 

VI. SOME SPECIAL SITUATIONS 

Let us now discuss some situation where an algebra J?! 
generates a V*-algebra. In particular, we will consider the 
case of countably dominated op*-algebras and the abelian 
case. We will produce an example. 

Proposition 6.1: Let J?! be an op*-algebra on .0 and 
assume that there exists an essentially self-adjoint operator 
T E .s!I such that § = (T) = .0. Then (i) .s!I is self-adjoint 
and, therefore, J?!~ is a V*-algebra; (ii) if there exists Z E peT) 
such that (T - z)~ 1 E J?! then .s!I" =.s!I" =:;;is = :;;iw. au wa , 

(iii) if Tis an element of the center of J?! then J?! is completely 
regular; (iv) in the hypothesis of (iii), both.s!l~ and JJ1;;" are 

symmetric SV*-algebras and consequently .s!I:a = J?!;;a' 
Proof (i) follows from the fact that, by the closed graph 

theorem, .s!I is dominated by the self-adjoint subalgebra Y 
generated by T. 

(ii) We will prove that the norm-closure of the subspaces 
.s!I / is orthocomplemented in .0 for each / E g;. The state­
ment will follow from Proposition 3.5 and 3.8. 

Without loss of generality we can assume Z = O. The 

operator T - n leaves .s!I / invariant; in fact let 
1/1 = limk ~ '" A k / (Hilbert norm), then T - n1/1 
= limk ~ '" T - nA k f E JJ1 /. Let P be the projection onto 
JJ1 /, then PT -n = T -np. Let <p,1/1 E.0, cp = T -nh for 

some h E .0. Then we get 
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(TnqJ, Pt/J) 

= (h, Pt/J) = (Ph,t/J) = (Ph,T -nTnt/J) = (T -nh, PTnt/J) 

= (qJ, PTnt/J) = (PqJ,Tnt/J). 

Therefore P E y~ C C § . 

(iii) This can be carried out as a consequence of Propos i­
tion 4.6 (taking into account that Y dominates d and thus 
the left multiplication is continuous) or by a simple direct 
calculation. 

(iv) By the same argument used in the proof of Propos i­
tion 5.2, d;u = d~u is a symmetric op*-algebra. Then 
(d~u);" = d;" and therefore d~u = (d~u)~u' The state­
ment for d~ follows from the symmetry of d;u' 

Example: Let g; be the Schwartz space Y(R3
) and con­

sider the operators 

with 

3 

H= L p;+q;, 
i= 1 

L. = q2P3 - q3P2' L2 = q3PI - q1P3' 

L3 = q.P2 - Q2PI 

q,!=x,! and p,!=i~f ax, 
As is known [H, L j ] = O. Thus H is in the center of the 
algebra d generated by ! H, L., L z, L3}' Moreover, H is es­
sentially self-adjoint in Y(R3

) and Y(R3
) = g; ""(ii) (Ref. 5, 

Sec. 5, Example 2). Therefore, the algebra d generates an 

SV *-algebra. 
Remark 6.2: Proposition 6.1 applies immediately to the 

op*-algebra Y generated by a self-adjoint operator T in 
g; ""(T). In this case some further information can be ob­
tained by the following proposition. 

Proposition 6.3: Let T be a self-adjoint operator in 2 
and Y the op*-algebra generated by its restriction to 
g; ""(T). We have (i) if u(T) is a function of T, defined in the 
usual way by the functional calculus, and 
D (u(T)) ;2 g; ""(T) then u(T) I g; ""(T) E Y:;u and thus it 
leaves g;""(T) invariant; (ii) if 2is separable, Y:;u consists 
only of functions of T. 

Proof We need only to prove (ii). We saw before that if 
A E 5';u' then A1JY~w = l E (A) 1". Hence, A bicommutes 
in the usual sense with T. From the classical theorem (see, for 
instance, Ref. 16, n. 129), under the assumption of separable 
2, we get the statement. 
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Proposition 6.4: Let d be a closed abelian standard op*­
algebra on g; . 

(i) d is self-adjoint and therefore both d~ and d;u are 
V * -algebras. 

(ii) Both d~ and d;u are symmetric and, therefore, 
standard. 

(iii) d;:'u = d;u' 
(iv) Both d~ and d:;u are SV*-algebras. 

Proof (ii) Since d is standard, d~w ~ d~ ~ C§ 
(Ref. 5, Theorem 7.1). By the same argument used in the 
proof of Proposition 5.2 we get the statement. 

(iii) follows from the fact that d~ is symmetric. 
(iv) is analogous to (iv) of Proposition 6.1. 
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By means of group-theoretical methods based on 0(3,2) a description of center-of-mass motion is 
given of a set of harmonically oscillating classical particles which can attain relativistic velocities. 
The limitation I v I < c on the velocity leads to a limitation I rl < R on the amplitude, where R is 
related to the universal oscillator frequency (U by R = c(u - I. It turns out that the center-of-mass 
carries out a harmonic oscillation with the same frequency (U and the same limitations, and that 
conditions can be formulated for the set of particles to be in its "rest system." The method can be 
applied to hadrons considered as bags containing harmonically oscillating classical quarks. 

PACS numbers: 03.20. + i,02.20. + b,03.30 + p,12.35.Kw 

I. INTRODUCTION 

Recently it has become clear from analyses of the ha­
dron spectrum that the relativistic harmonic oscillator as it 
is defined by the anti-De Sitter group 0(3,2) may playa role 
in its description. 1.2 The basic idea is that a hadron can be 
visualized, in zeroth-order approximation, as a spherical bag 
in which non interacting quarks carry out harmonic oscilla­
tions of a universal frequency (U equal to c times the inverse 
radius of the bag. A Hamiltonian dynamics for classical par­
ticles can be formulated which not only leads to the ordinary 
equations of motion 

.. 2 r = - (U r, 

but has all limitations built in, namely 

Irl <R (confinement), 

and 

(1.1) 

(1.2) 

Ii-I <c (relativistic requirement). (1.3) 

(We shall henceforth take c = I.) The dynamics can be seen 
as a consequence of the 0(3,2) in variance of an effective met­
ric, with respect to which quarks describe timelike geodes­
ics. 3 This is the reason why the confinement is called geomet­
rical. Since there apparently is a preferred time-like linear 
trajectory representing the uniform motion of the bag as a 
whole (in this case the line r = 0), Poincare invariance is 
broken down to a mere 0(3) ® To, where 0(3) represents 
space rotations and reflections and To time translations and 
reflections with respect to the preferred trajectory. 

Periodicity comes in if To is considered as a covering of 
0(2). A connection with the anti-De Sitter group can be 
made by constructing this in a way as to make the above 0(3) 
® 0(2) a subgroup of 0(3,2). 

The Lorentz-group 0(3,1) as a subgroup of 0(3,2) is a 
stability subgroup, i.e., it leaves a particular space-time point 
inside the bag invariant, but otherwise transforms a set of 
confined harmonic oscillations into another set of confined 
harmonic oscillations. The point transformations corre­
sponding to this 0(3,1) are in general curvilinear in rand t 
since they must also leave the sphere Irl = R invariant. Ordi­
nary Lorentz transformations, linear in rand t, are therefore 
quite different. When the point of stability is (0, to), then a 
Lorentz boost belonging to the above 0(3, I) corresponds to 
an ordinary linear Lorentz boost only when rzO and tzto' 

What happens is, that when a boost is given to a particle at 
rest in the origin, it starts out to oscillate harmonically. 

Of practical importance is the question of how to define 
a rest system for harmonically oscillating particles with pos­
sibly different rest masses. If a meson is considered as a bag 
filled with a quark and an antiquark, then these particles 
carry six momentum degrees of freedom. In reality there 
should only be three, while the three remaining degrees of 
freedom should be associated with the momentum of the 
meson as a whole. The reduction to three internal degrees of 
freedom can be achieved by demanding the two quarks to be 
in their rest system, if such a system can be defined. For an 
arbitrary system of interacting particles, like the MIT-bag,4 
this is not satisfactorily possible. The harmonic oscillator 
bag is a favorable exception. Associated with it is the possi­
bility of defining a "center-of-mass." In this article it will be 
shown that a center-of-mass can be uniquely and meaning­
fully defined in two ways, one of them 0(3,2) invariant, the 
other not. Both definitions share a number of properties. 

(a) Each center-of-mass (c.m.) depends on the individual 
orbits, rest masses, and spins of the participating point parti­
cles. 

(b) Each c.m. is independent of how one groups particles 
together to form subunits and is also independent of the or­
der Qf sequence of the particles. 

(c) In the nonrelativistic limit of slow motions around 
the center of the sphere both correspond to the nonrelativis­
tic definition of center-of-mass, in which case the individual 
spins are unimportant. 

There are three cases where both definitions lead to the 
same result. One is the above mentioned nonrelativistic lim­
it, the second is that of a set of particles with a net internal 
angular momentum equal to zero, and the third is that of no 
center-of-mass motion at all. Since one definition of c.m. is 
very similar to the nonrelativistic definition (particle masses 
replaced by particle energies) but depends on the coordinate 
system, I shall call this the "canonical center-of-mass" 
(c.c.m.). It can simply be constructed from components of a 
second-order anti symmetric tensor which plays a funda­
mental role in this article. It depends on the spin only impli­
citly via the energy. 

The second definition of center-of-mass is independent 
of the coordinate system, but depends explicitly on the indi-
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vidual spins. The functional relationships are intricate. I 
shall call this the "system independent center-of-mass" 
(s.i.c.m.). Both definitions have their advantages and disad­
vantages. It must be considered a lucky circumstance that 
the definition of a coordinate system with respect to which a 
system of particles is "at rest" is unique save for a space 
rotation around the center of the sphere, and a time transla­
tion. Thus there is a unique criterion for a set of oscillating 
classical "quarks" of different mass to be in its rest system. 
This is also the case in the quantum version of the model. 

Besides centers-of-mass, a rest mass and spin of a con­
glomerate of particles can be defined. Under the condition 
that the magnitudes of the individual spins of the participat­
ing particles be smaller than, or equal to, UJ-

I times the indi­
vidual rest masses, the rest mass of the conglomerate is larg­
er than or equal to the sum of the individual rest masses. 

Additional 0(3,2) breaking quark interactions can be 
required not to disturb the motion of the center-of-mass. 
Space and time reflections will not be considered and a dis­
cussion ofSO(3,2) rather than 0(3,2) will be given. 

The article is built up as follows: In Sec. II a review is 
given of the relativistic harmonic oscillator and its relation 
to SO(3,2). A bivector Tis introduced which characterizes an 
oscillating particle or set of particles. Section III is devoted 
to the parametrization of the restricted anti-De Sitter group 
as preparation for the study of the properties of T (Sec. IV). 
The physical interpretation of T and its connection with the 
center-of-mass is given in Sec. V. Two examples are worked 
out in Sec. VI. 

II. THE RELATIVISTIC HARMONIC OSCILLATOR 

For r = Irl <R consider the following point transfor-
mation xli--+x'li-, with r = (X

I
,X

2
,X3) and t = X4: 

Z N = Y(xli-) N = 1, ... ,5, 11 = 1, ... ,4, 

Z'N = A N M Z M (automatic summation), (2.1) 

Z'N = Y(x'Ii-). 

Here Z N = Y(xli-) stands for the transformation 

Zk = yx k (k = 1,2,3), 

Z4 = yR sin(x4/R), 

Z5 = yR cos(x4/R), 

(2.2) 

with Y = R / ~ R 2 - ?, while A N M stands for a linear trans­
formation with the properties 

detA NM = 1, 

and 

A NMA QpHNQ =HMP , 

where 

H NQ = diag( - 1, - 1, - 1, + 1, + 1) 

(2.3) 

is a metric in 5-dimensional flat space. (An extra restriction 
is needed to exclude "time inversions"; see Sec. III.) 

The transformations A N M form the group SO(3,2) of 
hyperbolic rotations in five-space. Thus, the transformations 
xli--+x'li- are isomorphic with SO(3,2), or the anti-De Sitter 
group. The Z M as obtained from (2.2) satisfy 

(2.4) 
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i.e., they lie on a hyperboloid in Z space. 

As is shown in Ref. 3, confined harmonic oscillations of 
frequency UJ = R - I in terms of xli- transform into confined 
harmonic oscillations of the same frequency in terms of x'li-. 
Moreover, any confined harmonic oscillation can be trans­
formed to rest. It has also been shown in Ref. 3, that when 
the points xli- belong to a particular oscillation, then the asso­
ciated points Z M not only satisfy (2.4), but also lie in a two­
plane through the origin of Z-space. This observation en­
ables one to represent the oscillatory motion by a bivector 
TMN( = _ TNM) in Z-space. Since the plane is equally well 
represented by aT MN with a an arbitrary scalar, in order to 
fix the magnitUde of TMN it should harbor one other charac­
teristic of the motion. This turns out to be the rest mass of the 
oscillating particle. By doing so TMN contains dynamical 
information. At this point one can make use of the fact that 
bivectors can be added. Let T'(!t(i = 1, ... ,k) be the bivectors 
associated with k oscillating particles with rest masses mi' 

Then 
k 

TMN = I T'(!/" (2.5) 
i= 1 

is a bivector representing certain characteristics of the col­
lective motion of the k particles. However, while the rank of 
each of the TI~N is 2, the rank of TMN is a general 4, which 
expresses the fact that the effective particle whose motion is 
represented by T MN not only has a well-defined path and rest 
mass, but carries also intrinsic angular momentum. This 
"well-defined path" is to be interpreted as center-of-mass 
motion of either of the two types. The intrinsic angular mo­
mentum is the spin. 

As a corollary to this, if the point particles themselves 
carry spin (as is the case with quarks), then this dynamical 
information must also be incorporated in the bivector TttN 
which now becomes of rank 4 instead of 2. Thus we see that 
the center-of-mass motion is influenced by the spins of the 
contributing point particles. 

How do we obtain TMN for a scalar particle? First find 
an SO(3,2) transformation which transforms the particle to 
rest in the center of the sphere. Except for special cases to be 
considered separately, this is always possible. Let this trans­
formation be represented in Z-space by the 5 X 5 matrix A ~. 
The particle at rest is represented by 

T~N=m(8M58N4_8M48N5) (m>O), (2.6) 

where m is the rest mass of the particle and 8 is the Kron­
ecker symbol. Note that T~N is invariant under those trans­
formations of SO(3,2) which are orthochronous and which 
leave the particle at rest. [We shall call a proper orthochron­
ous 0(3,2) transformation "restricted." Only these transfor­
mations are continuously connected with the identity.] The 
representing bivector for the oscillating particle now be­
comes 

TMN = (A -1)Mp(A -ltQT~Q. (2.7) 

As already remarked, expression (2.6) represents a spin­
less particle at rest. The world line of such a particle is pre­
sented by the four-vector 

xli- = (0,1'), (2.8) 

which corresponds, with (2.2), to 
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Z ~ = R (8M 
4 sin W'T" + 8 M 5 cos W'T"). (2.9) 

Thus we find 

T~N = mw(z~Z~ _ z~dZ~), 
dr dr 

(2.10) 

and, if 

ZM = (A -1)MpZOP, (2.11) 

we have from (2.7) 

TMN = mw(z~ZN _ zNdZ
M

). 
dr d'T" 

(2.12) 

For small values of Zk(k = 1,2,3) we haveZk;:::;:xk and r;:::;:t 
and we find 

T kl ;:::;:mw Xk _ _ xl"_' , 
( 

dXI AXk) 

dt dt 
(2.13) 

which is just w times the angular momentum with respect to 
the origin. We also have 

dx k 

Tk4 = _ T4k;:::;:mwxk cos wt - m-sin wt, (2.14) 
dt 

and 

dx k 

Tk 5 = _ T 5k ;:::;: _ mwxk sin wt - m--cos wt. (2.15) 
dt 

From this, Xk can be retrieved: 

Xk;:::;: (l/mw)(Tk4 cos wt - Tk 5 sin wt). (2.16) 

Finally 

T 45 = _ T 54 = mW(Z4
dZ5 

_ Z5
dZ4

);:::;: _ m. 
d'T" dr 

(2.17) 

The transformations leaving the particle at rest form a sub­
group SO(3) ® SO(2).Clearly, the rank of T~N is 2 and this 
rank is preserved under transformations. 

A spinning particle at rest in the center of the sphere can 
be represented by 

T~N = m(8M58N4 _ 8M48N5 ) 

3 

+w L s~E"bc8Mb8NC (m>O), (2.18) 
a,h,c = I 

where ~ represents the spin of the particle and E"bc is the 
Levi-Civita symbol in three dimensions (E123 = + 1). In 
Sec. IV it is proven that in order to obtain a consistent phys­
ical picture m must satisfy the inequality 

m>wlsol. (2.19) 

Forso#OtherankofT~N as given by (2.18) is 4 and this rank 
is preserved under transformation. The cases m > w I So I and 
m = wJsoJ are quite distinct. 

There is a special class of particles (whose confined or­
bits touch or are embedded in the sphere r = R ) which can­
not be transformed to rest. They possess a well-defined T MN 
which cannot be transformed into the form (2.18). This cate­
gory must be treated separately. 

In order to obtain insight in the requirements for consis­
tency it is necessary to recall certain properties of the group 
SO(3,2) which is done in the next section. 
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III. PARAMETRIZATION OF THE RESTRICTED ANTI-DE 
SITTER GROUps 

Let A be a real 5 X 5 matrix satisfying 
AHA T = H, (3.1) 

where 

H = diag( - 1, - 1, - 1, + 1, + 1) = 11-013 ~ II, 
(3.2) 

with In being the n X n unit matrix and Tmeaning transposi­
tion. The set of matrices A form the group 0(3,2) or anti-De 
Sitter group. Since 

HAHA T = Is = HA THA, (3.3) 

it follows that if A is an element of the group, also A T is an 
element of the group. 

It is always possible to find an orthogonal matrix Rand 
a symmetric positive definite matrix S, both real, for which 

A =RS. 

From this we find that 

A TA=S2 

is an element of the group. 

(3.4) 

(3.5) 

Let S be an arbitrary symmetric and positive definite 
element of 0(3,2). Then it can be diagonalized by a real or­
thogonal matrix Ii.: 

S = RSdR T, (3.6) 

where Sd satisfies 

Sd(R THR iSd = R THR, (3.7) 

and has positive definite diagonal elements. 
Since R T HR is nonsingular, R can be chosen such that 

Sd = diag(I,A.I,A.2,A. I-I,A. 2-
1
), (3.8) 

with A, I' A,2 > O. If now R is kept fixed, the parameters A, 1 and 
A,2 can be varied arbitrarily to yield new matrices S as ele­
ments of 0(3,2). In particular 

S~ = diag( I ,A, t,A. i,A. 1-1' ,A. 2-1'), (3.9) 

with arbitrarily real,u is of the form (3.8) and leads to SI' as 
element of 0(3,2). From this we conclude the following. 

(a) Any symmetric, positive definite element of 0(3,2) is 
continuously connected with the identity. 

(b) Any such element can be written in the form 

S=eA
" 

where As is real and symmetric and satisfies 

AsH + HAs =0. 

(3.10) 

(3.11) 
(c) From (3.5) one can solve for S as element of the 

group. 
From (3.4) we now solve for R as element of the group. 

For R to satisfy 

RHR T=H and RR T =15' (3.12) 

it must have the general form 

(3.13) 

where Rn is an nXn orthogonal matrix. Both detR 3 and 
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det R2 are conserved under continuous change of A. If 
det R 3 = det R 2 = 1, then R is con tin uousl y connected with 
the identity and so is A. Then also R can be written as an 
exponential form 

where Aa is anti symmetric and real, and satisfies 

AaH-HAa =0. 

(3.14) 

(3.15) 

From (3.11) and (3.15) we find the general forms for As and 
Aa: 

As=IIAOr; A~211, (3.16) 

Aa = IIA~3 A~J /' A33 = -A f3' An = -A 5.;, 
(3.17) 

where Amn stands for an arbitrary real m X n matrix. We 
conclude that any 0(3,2) matrix A which is continuously 
connected with the identity can be written in the form 

(3.18) 

We shall call the group of these matrices A the restricted 
0(3,2) group. The special group SO(3,2) contains besides the 
restricted group also those matrices A for which det R3 
= detR 2 = - 1. 

I t is interesting to observe that the subset of matrices A 
for which 

A=~, 

with A a real matrix satisfying 

AH+HAT =0, 

(3.19) 

(3.20) 

do not form a group. As a counterexample we consider the 
matrix6 

-1 8 0 0 -8 
-8 -1 0 8 0 

u= 0 0 0 0 (3.21) 

0 8 0 -1 -8 
-8 0 0 8 -1 

with 8 arbitrary real. This matrix satisfies (3.1) and is con­
tinuously connected with the identity. For 8 #0 it cannot be 
written in the form (3.19) with A satisfying (3.20). 

We shall call the elements of SO(3,2) "proper" and 
those elements of 0(3,2) for which det R2 = + 1 "ortho­
chronous" in analogy with similar expressions used for ele­
ments of the Lorentz group 0(3, 1). The restricted group con­
tains those elements which are both proper and 
orthochronous. In analogy with the Lorentz group we shall 
call an element of the form eA

, a "generalized boost" and an 

element of the form eAa a "generalized rotation" which is in 
fact an ordinary three-rotation combined with a time trans­
lation. One needs six parameters to specify a generalized 
boost and four to specify a generalized rotation. When no 
confusion can arise, a generalized rotation will just be called 
a rotation and a generalized boost will be called a boost. 

Note that the product of two boosts is in general not a 
boost, but a boost combined with a rotation. This rotation is 
the generalized Thomas precession. 
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Consider a boost S and its transform S' by a rotation R: 

S'=RSR T
. 

Then 

and 

A~ =RA,R T, 

A ~2 = R~32R f. 
One can always choose R3 and R2 such that 

a 0 
A ~2 = 0 b , a;>lb I· 

o 0 

(3.22) 

(3.23) 

(3.24) 

(3.25) 

Then S ' is a special boost, comparable with a special Lorentz 
transformation. Apparently there are two parameters to spe­
cify a special boost, which we indicate with ssp. Then 

A 'P 
ssp = e " 

where 

(3.26) 

(3.27) 

Then, with (3.25), we can find a closed expression for ssp: 

cosh a 0 0 sinh a 0 

0 cosh b 0 0 sinh b 
ssp = 0 0 1 0 0 

sinh a 0 0 cosh a 0 

0 sinh b 0 0 cosh b 
(3.28) 

with a;> I b I. Every restricted A satisfying (3.1) can now be 
written as follows: 

A = RssPR', (3.29) 

where Rand R ' are generalized rotations. 

IV. PROPERTIES OF JMN 

With the information obtained in Sec. III we can study 
the properties of the "standard form" (2.18) of a bivector 
under restricted 0(3,2) transformations. First we observe 
that the rotation R ' occurring in (3.29) rotates the vector So 
but does not change the form of the T t;N. Also m is not 
changed, so R ' can be left out of our discussion. 

Next we apply ssp as given by (3.28). We find, if 

(4.1) 

that 

r 54 = m cosh a cosh b - lUS03 sinh a sinh b. (4.2) 

We shall postulate that r 54 represents the total energy of the 
oscillating particle. Clearly, when So = 0, the energy of a 
moving particle is larger than that of a particle at rest. 

Let lUlsol < m. Then 

T 54 ;>m cosh a cosh b - lUlsolsinh a sinhlb I 
= m cosh(a - Ib I) + (m - lUlsol)sinh a sinhlb I. 

(4.3) 

This increases indefinitely with increasing a. When 
lUlsol = lUSOJ = m we have 

C. Dullemond 2641 



                                                                                                                                    

T S4 = m cosh(a - b). (4.4) 

This is equal to m when a - b = 0 and we see that a particle 
at rest can have the same energy as a moving particle, when 
an exceptional boost is carried out. 

When Ulisol = UlS03 > m we find 

T S4 = m cosh(a - Ib I) - (Ullsol - m) sinh a sinhlb I. 
(4.5) 

If a = Ib lone can always find a such that T S4 < 0, and in­
deed, it can be made arbitrarily small. In that case there is no 
lower limit on the energy and it follows that Ulisol > m can­
not represent a physical situation. 

The transformation R as occurring in (3.29) does not 
change T S4 and can also be left out of consideration. Suppose 
we add a number of Tri) together, each of which is obtained 
from a Tri)O for which UI I SOU) I <,mli), then for the sum 
T = L/ TrJ1 there exists a positive lower limit for the value 
T S4 = Li T S

\) when an arbitrary restricted transformation 
is carried out. So, if a transformation exists which trans­
forms T into the standard form (2.18), then it follows that 
Ulisol <,m for this sum. The equal sign will be valid if an ex­
ceptional boost exists which does not change the value of 
T S4

• Such a boost may not cause any of the individual T~~ to 
grow indefinitely and it follows that every Tri) must satisfy 
for its standard form the relation UI I SOU) I = mli)' This is not a 
sufficient condition. In general, even if for all i this condition 
is satisfied, we will have for the sum UI I So I < m. 

We shall first consider the case Ullsoull < m UI for all i. 
Let us transform a given standard form To by means of a 

restricted transformation A into the general form T: 

T=AToA T. (4.6) 

We write 

(4.7) 

where 

o j3 - j2 
] = - j3 0 jl (4.8) 

j2 - il 0 

ql PI 

V = q2 P2 (4.9) 

q3 P3 
and 

(4.10) 

Furthermore we write 

q = (ql,q2,q3)' 

Let A be given by (3.29), 

A = RssPR', 

and let us define A to be 

A = R (S'P)-IR '. (4.12) 

Moreover, let 

T=AToA"T. (4.13) 

Then 

3- = !(T+ T) (4.14) 

has the standard form 

c- -I lUI] ~II· (4.15) ,J -
0 

Clearly, since 3- is a sum of tensors for which Ulisol < m we 
now find 

(4.16) 

and this is a property of T as given by (4.7). 
We now prove that an arbitrary sum of tensors Tri) for 

which UI I SOIIi I < mli) can be transformed into standard form. 
We may limit ourselves to a sum of two tensors, one of which 
is in the standard form (2.18), the other being infinitesimal. 
The general form of such a sum is 

(4.17) 

with] and M given by (4.8) and (4.10) and 

Llq, Llp, 

Ll V = Llqz Llpz (4.18) 

Llq3 LlP3 

Here we have also ltJljl <p. In analogy with (4.11) we define 

Llq = (Llql,Llq2,Llq3)' 

and (4.19) 

In order to transform Tinto the standard form we apply 
an infinitesimal transformation 

13 Ll fT LlgT 

A= Llf 1 0 (4.20) 

Llg 0 1 

where 

Ll f = (Llfl,Llf2,LliJj, 

and (4.21) 

P = (PI,P2,P3)' 

j = (j1,i2,i3)' 

(4.11) Llg = (Llg I,Llg2,Llg3 ). 

o 
LlT=ATA - T= - UI(Ll fXj) - ,uLlg 

- ltJ(Llgxj) + pLl f 
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Then 

UI(Ll fXj)T + pLlgT 

o 
o 

ltJ(Llgxj( + pLl fT 

o 
o 

(4.22) 
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If now 

Llq = - w(Ll fXj) - ,uLlg, 

and (4.23) 

Llp = - w(LlgXj) +,uLl f, 

then A transforms T into the standard form. By eliminating 
Ll fwe find 

This equation must be solved for Llg. Ifwe write Eq. (4.24) in 
the form 

(4.25) 

then 

A 2· . (,,2 2'2)S: 
ij = w J Jj + \I'" - w J U ij' (4.26) 

Since ,u 2 > w~/ we find det A # 0 and the equations can be 
solved. This proves the statement that if 1{i) can be trans­
formed into the standard form 1{'1o with wi sOl111 < mli) for all 
i, then T = l:i 1(i) can be transformed into the standard form 

To with wlsol < m. Since Tfi~;;;.mli)' and nl~ = m i only when 
T has the standard form, we find that 

(4.27) 

where the equal sign is valid only when all 1('1 can be put into 
the standard form simultaneously. 

When j is pointing in three-direction and,u = w Ij I, then 
for TMN to be transformable into the standard form (2.18) 
with m = wlsol it should have the form 

0 wj 0 ¢ ; 
-wj 0 0 ; -¢ 

T MN = 0 0 0 0 0 

-¢ -; 0 0 -,u 
-; ¢ 0 ,u 0 

¢2+;2<,u2, j= Ijl, ,u = wljl, (4.28) 

This can be proven straightforwardly by demanding that no 
transformation can be found which makes T 54 negative. 

Let us next tum to the massless case. Starting from a 
given standard form (2.18) with wlsol<m we apply a boost 
and multiply the result with a positive number. Then the 
limit of an infinitely large boost combined with an infinitely 
small number is taken. The result is a finite tensor T which 
can always be transformed by afinite restricted 0(3,2) trans­
formation into either 

Tt,IN = ON10MS + ON40M5 _ OM10NS _ OM40NS, 

or 

(4.29) 

TtjN = (bM I + bMS)(bN2 + bN4) _ (bN 1+ bNS)(bM1 + bM4), 

(4.30) 

both forms being not transferable into each other, nor into 
the standard form (2.18). There exist finite transformations 
which result in the multiplication of TtjN by any positive 
number. An extent ion of the theorem on sums of tensors will 
be given without proof. 
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Let 1(1) be either transformable into (2.18) for 
m(l);;;.wlsOli)I, or into (4.29) or (4.30), then l:iT(l) is always 
transformable into one of these three forms, and almost al­
ways into the form (2.18) with m > wlsol [i.e., the forms (4.29) 
and (4.30) occur exceptionally]. There is a clear analogy with 
the effective mass of two photons, which is almost always 
nonzero. 

If mIll is put equal to zero for all 1(i) which can be trans­
formed into (4.29) or (4.30), then the statement (4.27) is also 
valid in this case. 

Whether a given T can be transformed into one of the 
standard forms (2.18), (4.29), or (4.30) is not immediately 
clear. There are a number of necessary conditions to be satis­
fied. First of all, the quantity 

T2 = ~TMNTMN =,u2 + w2f _ q2 _ p2, (4.31) 

which is equal to m 2 + W1S6 when T can be transformed into 
the form (2.18), is an invariant. We then have 

T Z > O. (4.32) 

When either (4.29) or (4.30) is the standard form we have 

(4.33) 

so Tl;;;.O is one of the necessary conditions. A second, inde­
pendent invariant can be obtained from the five-vector SN 
defined as follows: 

SN = (1!8w)TABTcDEABCDN = ( - S,S4,S5), (4.34) 

with 

S=,uj+(qXPlw, S4= -p.j, S5=q.j, (4.35) 

and EABCDN being the five-dimensional Levi-Civita symbol 
with E12345 = 1. This invariant is 

SZ = -SNSN =,ul(j + qXp/w,u)z - [(q .j)Z + (p .jf). 
(4.36) 

If T has the standard form (2.18) we have 

S2 = m 1s6;;;'0, 

while for the standard forms (4.29) and (4.30) we find 

Sl=O. 

(4.37) 

(4.38) 

Sharper inequalities can be obtained by considering two 
tensors T';'N and T~N, both of which being transformable 
into the form (2.18) with wlsol < m. Suppose we have 

TMN = II wJ V II 
I _ V T M ' (4.39) 

withJ, V, andM defined by (4.8)-(4. 10), and T~Nhavingthe 
standard form (2.18). Then 

T1·T1 = !TIMNT~N =,um + w2j. So' 

Because wlsol < m and wljl <,u we now have 

T 1·T2 >0. 

(4.40) 

(4.41) 

Since T].T2 is an invariant, this is a general property valid 
also when Tz is chosen otherwise. Now, let TI be given by 
(4.39) and T2 by 

MN II 0 V'II T z = _ V'T M ' (4.42) 

with either V' = (q'T,OT) or V' = (OT,p'T). This tensor Tz can 
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be obtained by applying a boost of the form (3.28) with b = 0 
to expression (2.6) and then applying a rotation. From this 
construction it follows that there are no restrictions on the 
directions of q' and pi, and that it is always possible to find a 
boost such that 

,u - c < I q' I or ,u - c < I p' I, 

for any positive c. With (4.41) we now obtain 

Tr( - VV'T) + Tr( - VTV ' + M2) > o. 
This leads to either 

(4.43) 

(4.44) 

,u2> q . q' or ,u2> P . p'. (4.45) 

With (4.43), choosing q' = q'q or p' = p'p we conclude that 

Iql <,u and Ipi <,u. (4.46) 

A closer examination [by using the expression (4.29)] shows 
that when Tcan be put in the standard form (2.18) we always 
have 

\q\ <,u and Ipi <,u. (4.47) 

When (4.29) is the standard form, then Iql =,u and Ipi =,u 
are exceptional, however, when the standard form is (4.30) 
we always have 

(4.48) 

V. PHYSICAL INTERPRETATION OF JMN 

The antisymmetric tensor TMN contains ten pieces of 
information which are to a large extent independent. A spin­
ning object contains the same amount of information about 
its state of motion at any given time: position (three param­
eters), momentum (three parameters), energy (one param­
eter), and spin (three parameters). Let us now see which iden­
tifications can be made with regard to the components of 
TMN. First of all, let us find out which quantities are con­
served. For that we apply a "time translation" A of the form 

where R2 is given by 

-Ilcos o>t R2 - . 
sm o>t 

- sin o>tll, 
cos wt 

to T as given by (4.7): 

T (t ) = AT A T = 11_ ~~ V T V; J II. 

Apparently M and o>J are conserved. We have 

(5.1) 

(5.2) 

(5.3) 

(5.4) 

where,u = T 54 has already been identified with the total en­
ergy. The conservation of wJ is related to the conservation of 
j defined by (4.8) and (4.11). We have 

j-i = _1_ ± cik1Tkl. (5.5) 
2w k.l = 1 

Because of the explicit form (5.5), together with the proper­
ties that j is conserved and additive, it is justified to identify 
this quantity with the total angular momentum of the system 
of oscillating particles. 

From (4.35) we have 
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. S qXp 
J=----. (5.6) 

,u w,u 
Here q and p are not conserved. Indeed, from (5.2) and (5.3) 
we find 

q(t) = q cos wt - p sin (J)(, 

and 
p(t) = q sin wt + p cos wt = 1 dq(t) 

w dt ' 

(5.7) 

so that q and p carry out harmonic oscillations. The quantity 

q(t)xp(t) = qxp (5.8) 

is conserved. From (5.6) it then follows that S/,u is con­
served. Apparently, j can be split up into two separately con­
served, but not additive quantities. 

When TMNhas the standard form (2.18) it is clear from 
(4.35) that Sn = 0 ifand only if the spin So = O. We may take 
S N = 0 as a criterion for spinlessness in general, also when 
the standard forms are (4.29) or (4.30). 

From (4.37) and (4.38) it follows that S can never be zero 
without S N being zero, so the condition 

S=O (5.9) 

can be taken as a criterion for spinlessness. Thus for a spin­
less system we find from (5.6) 

j = - (qXp)/w,u. (5.10) 

Since in that case the total angular momentum is equal to the 
orbital angular momentum we can make the following iden­
tification, valid also when the spin is nonzero: 

1= - (qx p)/w,u (5.11 ) 

is the orbital angular momentum of a system of harmonica 1-
Iy oscillating particles. If we now write 

j = S + I, 
we find for the spin angular momentum 

S = S/,u. 

(5.12) 

(5.13) 

Note that s becomes equal to So when r"JN has the standard 
form (2.18). 

Let us now turn to the interpretation of q(t) and p(t). 
Suppose we start from Z ~ as given by (2.9) and apply a boost 
(3.28). Then 

ZM =sspMNZoN 

= R [(8M 1 sinh a + 8M 
4 cosh a )sin Wi 

+ (8M 
2 sinh b + 8M 

5 cosh b )cos Wi] . (5.14) 

With the help of the transformations (2.2) one would then 
obtain 

Xk = R (15k 1 tanh a sin wt + 15k 
2 tanh b cos (J)(). (5.15) 

The T MN tensor associated with Z M according to (2.12) has 
the form 

T MN = m [(8N IBM 2 - 8M 18N2)sinh a sinh b 

+ (8 N18MS - 8M 18NS)sinh a cosh b 

+ (8N48M2 - 8M 48N 2)cosh a sinh b 

+ (8N48M S _ 8M 48Ns)cosh a cosh b], (5.16) 

which gives 
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qk = Tk4 = m{jk2 cosh a sinh b, 

pk = T k5 = _ m{jk I sinh a cosh b, (5.17) 

T 54 = f-l = m cosh a cosh b. 

Apparently, from (5.15) and (5.17) we obtain 

r(t) = (l/wf-l)(q cos cut - P sin wt) = q(t )/Wf-l, (5.18) 

which is the position as function of time of a single spinless 
particle with finite restmass. For a set of oscillating particles 
which is represented by some TMN we can now define its 
"position" at time t by 

(5.19) 

This is oscillatory in nature but does not necessarily corre­
spond to the position of any individual particle in the set. 
From the additivity of q(t ) it follows that 

f-lre(t) = 2}t(j)rc(j) (t). (5.20) 

From (4.47), (4.48), and (5.19) it follows that 

Ire(t)1 <R, (5.21) 

the equal sign being exceptional. 
The equation (5.20) shows that re(t) is analogous to the 

nonrelativistic center-of-mass. The masses are replaced by 
energies. According to Eq. (5.21) the center-of-mass is con­
fined to a sphere. 

From (5.7) and (5.19) we find 

dre(t) 
p(t) = - f-l--. (5.22) 

dt 

Apparently pIt ) is just the opposite of what one would like to 
call the kinetic momentum of the set of particles, namely the 
total energy times the velocity of the center-of-mass. There­
fore we shall define 

dre(t) 
Pelt) = - pIt) =f-l-­

dt 
(5.23) 

as the total kinetic momentum. At any given time it is the 
sum of the kinetic momenta of the individual oscillating par­
ticles wherever they happen to be. The orbital angular mo­
mentum I as given by (5.11) can now be reexpressed in the 
form 

1= re XPe' (5.24) 

A further remark is in order. What is called here the 
kinetic momentum is not part of an energy-momentum four­
vector, nor is re (t) a system-independent orbit. It is, how­
ever, most easily expressed in terms of the tensor T which 
displays the most important properties of a system of parti­
cles. For this reason I shall call this the "canonical center-of­
mass" (c.c.m.). 

It is possible to define a system-independent orbit, but 
this can only be done at the cost of the simple additivity rule 
as given by (5.20). Suppose that the transformation A turns 
TMN into the standard form (2.18) with wlsol < m. Then we 
can apply the inverse transformation to the vector 
(O,O,O,R sin wT,R cos WT) to produce Z M. Finally, the in­
verse of (2.2) produces the system-independent orbit X!l(T) 
which is also confined. This I will call the "system-indepen­
dent center-of-mass" (s.i.c.m.) re, (t). We have 
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(5.25) 

and 

if re(t) =0, then also re,(t)=O. (5.26) 

For small oscillations,f-l(11 = m(j) andf-l = m and (5.20) turns 
into the nonrelativistic definition of center-of-mass. It is 
easily verified that in that case re(t) = re,(t). The s.i.c.m. is 
probably of limited value. It cannot be defined for systems 
which have (4.29) or (4.30) as standard form, while for such 
systems the c.c.m. is well defined and unique. 

Let me finally comment on the fact that when 
W I So I = m, there exists an infinite number of special boosts 
which, when applied to the standard form (2.18), do not 
change the energy. In a quantized version of the model this 
would mean infinite degeneracy of the ground state. In order 
to avoid this, the case wlsol = m must be considered not 
physical. Whether the forms (4.29) and/or (4.30) may be 
called physical or not is a delicate question since none of 
these represent states oflowest energy. Most likely the form 
(4.30) must be considered unphysical. 

VI. EXAMPLES 

In order to illustrate the ideas outlined in the previous 
sections we consider two cases. 

(1) The re(t) and re , (t) of a system of two spinless parti­
cles, one of which being at rest and the other carrying out a 
linear oscillating motion, is to be found. We have 

rl(t) = 0, 

(6.1) 

The rest masses are m I and m 2• The form of TI is given by 
(2.6): 

(6.2) 

In order to construct T2 we must find the transforma­
tion putting r2 to zero. With (2.2) we find Z N: 

Zk = (R~ sin wt)/~R 2 - ~ sin2 wt, 

Z4 = (R 2 sin wt )/~R 2 - ~ sin2 wt , 

Z 5 = (R 2 cos wt )/ ~ R 2 _ ~ sin 2 wt . 

Let the boost A be defined by 

ZM =A MNZ/N, 

where 

Z /N = R{jN 4 sin WT + R{jN 5 cos WT. 

Then the explicit form of A is 

where 

and 

f3=l/~R2_~. 

We apply (6.6) to 

f3rT; 0 

Rf3 0 
o 
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T~t = m2(8MS8N4 - 8M48NS ), 

and obtain 

o 0 - mJ3r!; 
T MN_ 

2 - o o 
mJ3ro Rf3m 2 

The energy of particle 2 is 

- Rf3m2 
o 

fl2 = Rf3m2 = Rm2/~R 2 - ri. 

Now we add T) and T2 together: 

o 0 - mJ3r'{; 

(6.9) 

(6.10) 

o 0 

mJ3ro m) + Rf3m2 
With (5.7) we find q(t) and p(t): 

-m)-Rf3m2 .(6.11) 

q(t) = mJ3ro sin wt, 

p(t) = - mJ3ro cos wt. 

o 

(6.12) 

(6.13) 

The energy fl is equal to m I + Rf3m2· With (5.19) we find for 
re(t ), 

re(t) = Rm2rO sin wt /(Rm2 + ml~R 2 - ri). 

while 

Pe(t) = - p(t) = (m2rol~R 2 - ri) cos wt. 

(6.14) 

(6.15) 

In order to find re, (t) we must transform (6.11) into the stan­
dard form. For that we apply the boost 

with 

and 

a'r!;ro + 13 - f3'pr!; 0 

- f3'pro 

o 

f3' = l!~R 2 -p2ri, 

Rf3' 

o 
o (6.16) 

(6.17) 

(6.18) 

while p must be determined. This gives 

with 

and 

o 0 T -a 
A'TA'= 0 0 -b 

abO 

b = - mJ3f3 'pri + (m 1 + Rf3m2)Rf3 '. 

(6.19) 

(6.20) 

(6.21) 

For A 'TA ' to be in the standard form we require ak = 0, 
which equation must be solved for p. The result is 

p = Rm2/(Rm2 + ml~R 2 - ri). (6.22) 

If this is inserted into (6.21) we find 

b = m = [(mi + m~) + 2Rmlm2/~R 2 - ri ] 1/2. 

(6.23) 

Next we determine re, (t). We apply A ,-I to Z ,N as giv­
en by (6.5), where 
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A ,-I =A (p __ -pI = 

Then we have 

ZM = (A '-I)MNZ'N, 

so that 

Z k = f3 'pRr8 sin W"T, 

Z4 = R 2f3' sin W"T, 

Z5 = R cos W"T. 

a'r!;rO + 13 f3 'prJ 

f3'pro Rf3' 

o 0 

o 
o 
1 
(6.24) 

(6.25) 

(6.26) 

We determine Xk and X4 with the help of the inverse of(2.2) 
and eliminate "T. The result is identical with (6.14), so 
re(t )=re· (t). From the form of(6.19) we see also thatthe total 
spin is zero. 

(2) The r c (t ) and r e' (t ) of a single spinning particle is to 
be found. 

We start from the standard form (2.18) with wlsol < m 
and apply the boost (3.28). We find 

and 

ql =0, 

q2 = m cosh a sinh b - WS03 sinh a cosh b, 

q3 = WS02 sinh a, 

PI = - m sinh a cosh b + WS03 cosh a sinh b, 

(6.27) 

P2 = 0, (6.28) 

P3 = - WSOI sinh b, 

while [see (4.2)] 

fl = m cosh a cosh b - WS03 sinh a sinh b. 

From (5.7) we obtain 

(6.29) 

ql(t) = (m sinh a cosh b - WS03 cosh a sinh b) sin wt, 

q2(t) = (m cosh a sinh b - WS03 sinh a cosh b )cos wt, 

q3(t) = WS02 sinh a cos wt + (()SOl sinh b sin wI. (6.30) 

From (5.19), with the help of (6.29) and (6.30) we obtain 

() R 
m sinh a cosh b - WS03 cosh a sinh b . 

r t = sm wI, 
c, m cosh a cosh b - WS03 sinh a sinh b 

() R 
m cosh a sinh b - WS03 sinh a cosh b 

r t = cos WI, 
c, m cosh a cosh b - wSo3 sinh a sinh b 

() 
S02 sinh a cos wI + SOl sinh b sin wI 

r I = . 
c, m cosh a cosh b - WS03 sinh a sinh b 

This is the c.c.m. For the s.i.c.m. we find 

r ,(I) = R tanh a sin wI, 
C 1 

r ,(I) = R tanh b cos wt, 
C2 

r ,(I) = 0, c, 

(6.31) 

(6.32) 

and is simply obtained from (6.31) by putting So equal to zero. 

VII. CONCLUSIONS 

To define a center-of-mass or even a center-of-mass sys­
tem for relativistic particles moving in an external field is a 
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notoriously hard problem. As demonstrated in this article, 
the relativistic harmonic oscillator is an exception. Because of 
the high symmetry, quantities like energy, momentum, spin, 
and orbital angular momentum can be satisfactorily defined, 
although they do not transform in a conventional way. The 
possibility to define a center-of-mass in a meaningful way may 
be of use in the consideration of systems of quarks which are 
permanently confined inside a "bag" with Sot 3,2) symmetry. 2 

Here of course, quantized fields should be considered. On this 
subject much work has been done already, but so far the re­
sults have been only of academic interest and the problems 
have only been formulated mathematically. 7 It is the purpose 
of future research to apply this to the geometric quark-gluon 
model of which the contents of this paper are only a classical 
simplification. 
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The homogeneous canonical formulation is applied to the Hamiltonian of the nonrelativistic 
hydrogen atom. Its connection with the isotropic harmonic oscillator in a four-dimensional 
Riemann space leads to the quantum analog of the Kepler problem. 
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I. INTRODUCTION 

The study of the motion in a Coulomb field, as well as its 
connection with the isotropic harmonic oscillator, has been a 
subject of increasing interest over the past few years. For 
conservative systems, it was classically shown that there ex­
ists a "local diffeomorphism" which maps a given Hamilton­
ian into another one with a new potential function!: that is, 
solutions for a given potential can be transformed into solu­
tions for another different one. These relationships have also 
been investigated, in connection with the application of 
quantum mechanics to the quarkonium, through the study 
of the expression governing the "power law potentials." In 
fact, it was shown that the power n of the starting potential is 
related to the power n' of the potential to be obtained 
through the constraine 

2[(n'/n) + 1] + n = 0 (- 2<n < 00). ( 1) 

Simultaneously, using the Schrodinger representation 
and the path integral formalism, 3 together with the Kus­
taanheimo-Stiefel transformation,4 the equivalence between 
the nonrelativistic hydrogen atom and a four-dimensional 
isotropic harmonic oscillator was established.5 This method 
is essentially based on the study of the system in a four­
dimensional symmetric space (isotropic and homogeneous 
space), where it behaves as a free particle.6

•
7 As is well 

known, as the dimension of the space increases it becomes 
important to take care of the hidden symmetry. In the parti­
cular case of the hydrogen atom the new quantity that is 
conserved (Noether theorem) in addition to the angular mo­
mentum is the Runge-Lenz vector. 

Section II of the present paper is devoted to a short 
review of the homogeneous canonical formulation of classi­
cal mechanics following the lines of Dirac. 8 This formula­
tion will enable us to justify in a natural way the method used 
in previous works.4-7 In Sec. III the homogeneous canonical 
formulation is applied to the nonrelativistic hydrogen atom 
in order to show its equivalence to a four-dimensional iso­
tropic harmonic oscillator. 

II. HOMOGENEOUS CANONICAL FORMULATION 

In R3 the Lagrangian of a conservative mechanical sys­
tem is 

alMCIC CONICET Republica Argentina. 

L = P;f/, - H (p, q), (2) 

where the q's and the p's are the dynamical variables of the 
Hamiltonian theory. Since the variation of the quantity (P;f/, 
- L ) does not involve the variation of the velocities, the 

Hamiltonian H is given by (m = 1) 

H(p, q) = ~p~ + V(q,), (3) 

where V(q) is the potential energy. If the time t is considered 
as an independent variable we are led to the inhomogeneous 
canonical formalism. Let us imagine a new independent pa­
rameter s. When a dynamical problem is solved, the func­
tions 

(4) 

are known, and the disymmetry in the set (4) is evident. The 
formalism would be more elegant if one could count the time 
t along the q, 'So This requires the introduction of a momen­
tump, canonically conjugate to t. This can only be done if we 
move from the inhomogeneous Hamiltonian H to a homo­
geneous Hamiltonian H H. Of course then 

(5) 

In fact, through the integral transform of time scaling 

t = f' a(s)ds (6) 

one is naturally led to the homogeneous canonical formula­
tion of a mechanical system in a four-dimensional curved 
space (three spatial coordinates and one temporal). In the 
Minkowski space of special relativity, for instance, time is 
one of the coordinates describing the world line of a particle. 
But the use of a formalism based on a homogeneous treat­
ment is in no way restricted to special relativity, because it 
must remain connected on one "time-coordinate" only and 
can, on this ground, only describe reasonably the behavior of 
a one-particle system and not a system of several particles 
each requiring a different proper time. Of course the use of 
the homogeneous formalism is connected with one diffi­
culty, i.e., the definition and interpretation of the momen­
tump, canonically conjugated to the coordinate t. For in the 
inhomogeneous formalism, either the Lagrangian L (q, q, t) 
or the Hamiltonian H (p, q, t) are functions of t but not of a 
magnitude t ' or p,. Therefore no definition of the kind 

(7) 
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can be agreed upon, unless the functions L or H are replaced 
by more comprehensive functions L Hand H H. 

Let us therefore consider the more general Lagrangian 
L H from which the possible behavior of the system is de­
scribed either by a variational principle 

i'2 [( dt dt)] i S2 

8 p//.; - - H - ds = 8 L H ds = 0, 
I, ds ds 5, 

(8) 

that is, 

8 (52 (p; dqj _ H dt)dS = 0, 
Js, ds ds 

(9) 

or by corresponding canonical equations 

q;=[qj>H]_, p;=[pj>H]_. (10) 

Here, the brackets [ , ] are to be defined by the help of deriva­
tions with regard to the q's, p's: 

(11) 

The transformation (6) cannot change the fact that His 
constant, i.e., from Eq. (9) it can be seen that the canonical 
momentump, of the time coordinate is 

aL H 

p, = -H=7' (12) 

Thus, the Lagrangian L H can be written as 

L H = Pjq; + Pit'. (13) 

The new homogeneous Lagrangian L H fulfills Euler's 
theorem, as it is a first-order homogeneous function in q' and 
t '. This theorem leads to an accessory condition. In fact, the 
homogeneous Hamiltonian H H corresponding to L H is by 
definition 

HH =p;q; +ptt' _LH = 0. (14) 

It can be seen that the introduction of the new indepen­
dent variable s, through the constraint (6), transforms the 
homogeneous Lagrangian L H into a singular Lagrangian. In 
fact, differentiating Eq. (13) with respect to t " yields 

a2LH 
---=0, 
aq; at' 

that is, 

Det II :q:~;' 1/ = 0, 

which is precisely the condition for L H to be singular. 

(15) 

(16) 

In the nomenclature ofDirac8 Eq. (13) is a strong condi­
tion and Eq. (14) is a weak condition. The next step of the 
formalism is to find the form of the homogeneous Hamilton­
ian H H. To this end we write the Hamilton equations as 

, aH aH H 
t -=--, 

ap; ap; 
, aH aH H 

t -=--, 
aq; aq; 

(17a) 

, aH H -aH H 
t =--, P; =---

apt at 
(17b) 

Equations (17) can be regarded as differential equations 
for H H. Their solution can easily be given if H H is assumed 
to depend upon the variables through the intermediary of 
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;=H+p" 

Then 

HH =F(;) =F(H +P,), 

(18) 

(19) 

Therefore, in order to satisfy Eq. (17) we must require that 

aH H aFt;) , --=---=t. a; a; (20) 

Hence, applying condition (6), i.e., t' = a(s), one gets 

aH H 

--=a(s), (21) a; 
that is, 

H H = (H + P, lars). (22) 

III. HYDROGEN ATOM 

We now apply the homogeneous canonical formalism 
described in Sec. II to the Coulomb problem. The Hamilton­
ian involving the Coulomb potential reads 

(23) 

where J-l is the strength of the potential. The homogeneous 
Hamiltonian H H [Eq. (22)] is 

HH = (!p2 + J-llr + PI)a(s). (24) 

The change of time scaling a(s) is chosen so as to regu­
larize the homogeneous Hamiltonian H H and the new auxil­
iary variable s plays the same role as that of the "proper" 
time in the relativistic problem; the choice is 

a(s) = r(s). 

With this substitution, Eq. (24) becomes 

HH = !rp2 + rp, + J-l. 

(25) 

(26) 

Since we are interested in bound states, H (qj> p;) = E (con­
stant of the motion) and the homogeneous Hamiltonian can 
be written as 

H H = !rp2 - rE + J-l. (27) 

It is easily shown that H H in Eq. (27) satisfies the subsi­
diary condition (14). In fact, from Dirac's theory we have 

!p2 + P, + J-llr = 0, (28) 

since as stated, it is a weak condition. 8 

Let us now write the Hamiltonian (27) in R4 and apply 
the Kustaanheimo-Stiefel4 mapping that realizes a point ca­
nonical transformation from the Euclidean space R4 onto a 
three-dimensional curved Riemann space of the canonical 
variables, that is, (qj> pJ .. ~(u, Pu) so that r = u2 : 

4 

q; = I Aij(u)uj (i = 1,2,3), (29a) 
j~ 1 

4 

dq4 = 2 I A4j (u)duj , (29b) 
j~ 1 

(29c) 

where the matrix A (u) is given by 
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A (u) = ( - :: - :::: ::) (30) 
- UI U2 U3 - U4 

U4 - U3 U2 - UI 
With this matrix transformation the homogeneous ca­

nonical Hamiltonian li H becomes 

liH=AP~ _u2E+p, 

with the annihilation condition 

dq4 = 2(u4 dU I - U3 dU2 + U2 dU 3 - UI du4) = o. 
Equation (29b) satisfies the consistency condition8 

, dq4 I H-H) 0 q4 =--= q4' =, 
ds 

where the bracket is given by 

Iq4,li H) = 2p4 = 2[u4(pull - u3(Puh 

(31) 

(32) 

(33) 

+u2(Puh-UI(Pu)4] =0, (34) 

which is a weak equation. 
The physical motion in R3 can be studied through the 

homogeneous Hamiltonian (31) as the motion of a particle in 
a four-dimensional Riemann space subjected to the con­
straint (34). Finally, the accessory condition (14) is trans­
formed in the equation 

liH=o, 

which is again a weak condition. 
Introducing the relationships 

_E=~W2, Eo= -p= -Ps' 

Eq. (35) can be written as 

liH=~p~ +!U2W2+ps =0. 

This expresses a conservation law 

li+ps =0, 

where 

(35) 

(36) 

(37) 

(38) 

li = kp~ + !U2W2 (39) 

is the Hamiltonian of a four-dimensional isotropic harmonic 
oscillator. This result is the quantum analog of the Kepler 
problem whose connection with the isotropic harmonic os­
cillator was analyzed by Stiefel et al. (the new variable s 
played the role of excentric anomaly) using the homogen­
eous canonical formulation,9 but in a way unrelated to the 
Dirac formulation. 8 

The homogeneous Hamiltonians H H fulfill the Dirac 
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condition (i.e., they lead to weak equations) and identifying 
the P u and P s through the connections 

(Pu)r~ - ih aa (j = 1,2,3,4), (4Oa) 
uj 

'h a P --l -
s as' (40b) 

one obtains the Schrodinger equation for a four-dimensional 
harmonic oscillator; well-known results for the hydrogen 
wave function can be recovered from it. 7 In this way, we have 
shown the equivalence of the homogeneous formulation of 
the three-dimensional hydrogen atom with the inhomogen­
eous formulation of a four-dimensional harmonic oscillator. 

It should also be mentioned that the bilinear annihila­
tion condition (32) together with the integral transform of 
time scaling (6) lead to the singularity of the homogeneous 
Lagrangian L H (u', t', U, t). These do not represent primary 
constraints in the sense of Dirac. In fact, both conditions 
commute with the Dirac Hamiltonian H D

, 

liD = li H + AI(t' - r) + A2(u4 dU I - U 3 dU2 

+ u2 dU 3 - u l du4 ), (41) 

i.e., A j = ,12 = O. They also commute with each of the 15 
generators of the corresponding Lie algebra SO(4, 2).10 Con­
sequently, both equations express the cyclic character of the 
coordinates q4 and t. 
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The time-independent wave equation, d 2",/ dr + Q 2(Z)'" = 0, where Q 2(Z) may have arbitrary 
order zeros and poles on or close to the real axis, is transformed to a simpler wave equation of 
similar properties (model). Approximate transformations leading from the original wave equation 
to the model are simply related to Froman's higher-order phase integrals, but are nevertheless 
well defined at the pertinent zeros and poles of Q 2(Z). 
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I. INTRODUCTION 

We consider the time-independent wave equation in 
one dimension, 

d
2
", Q2( )',. 0 . Q2 1-2 --+ Z.,.,=, Z=X+1Y, 0::/1, , 

dz2 
(I) 

where Q 2(Z) may have zeros and poles in some vicinity of the 
real axis. These zeros will be called cutoffs (they are called 
turning points in quantum mechanics); the poles will be re­
ferred to as resonances. We assume that Q 2(Z) contains a 
small parameter A. It will only be used to define ordering, 
and will never appear explicitly in the final results. Equation 
(1) can be solved systematically in A 2 by using the higher­
order phase-integral approximations (PIA) introduced by 
Froman. 1 They have certain advantages over the standard 
higher-order JWKB approximations.2 However, all these 
approximations break down in the vicinity of zeros and sim­
ple poles of Q 2(Z), and in general they are also poor in the 
vicinity of the second-order poles. 3 Presence of cutoffs and 
resonances may thus require going to the modified PIA,4-S 
or using the connection formulas for zeros of Q 2(Z),6--8 but all 
these concepts have their limitations. A more general ap­
proach would be to transform Eq. (1) to a simpler wave equa­
tion with the same type of cutoffs and resonances, 

~~ +Q2(Z)¢=0, z=x+iji,Q 2
0:: A -2, (2) 

which can be solved analytically. Such an equation will be 
called a model, or comparison equation; model quantities 
will be distinguished from those referring to the original 
wave equation by a tilde. Approximate transformation lead­
ing from Eq. (I) to Eq. (2) in lowest order inA 2 was found by 
Miller and Good,9 and by Dingle. to Here we generalize this 
result to higher orders in A 2 for arbitrary type of cutoffs and 
resonances, both real and complex conjugate. Approximate 
transformations from Eq. (I) to Eq. (2) are shown to be sim­
ply related to ordinary higher-order PIA but for both Eq. (I) 
and Eq. (2). Therefore we call them double phase-integral 
approximations (DPIA). In contrast to ordinary PIA they 
are well defined at the cutoffs and resonances. Earlier at­
tempts to determine this type of higher-order corrections 
required tedious calculations, 11-13 and separate analysis for 
the neighboring physical situations, such as, e.g., the trans­
mission through a potential barrier with the energy slightly 
below or slightly above the top of the barrier. These results 

now follow immediately from our theory as special cases. 
This paper deals with general properties of DPIA. 

Typical applications are described in Ref. 14. 

II. THEORY OF DPIA 

The simultaneous transformation of the independent 
variable, Z~Z, and the unknown function, t/J-¢, leading 
from Eq. (1) to Eq. (2), is generated by one function q(z) 
[ = dZ/ dz, see, e.g., Eqs. (3.1 H3.5) in Ref. 7]: 

Z= J q(z)dz, 

¢ = ql/2"" 

Q2 = q-2 (Q2 + ql12 :; q-I/2). 

(3a) 

(3b) 

(3c) 

We assume that Q 2(Z) in Eq. (I) is analytic, except for isolated 
singularities, and is also real on the x axis. In a given segment 
(a,b) of the x axis (or close to it) Q 2(Z) is assumed to have a 
certain number of zeros and/or poles Zi' i = 1,2, ... ,M", but 
no essential singularities. Thus Q 2(Z) can be written 

Mx 

Q2(z) =f(z) II (z -Ziti, (4) 
;= 1 

where mi is a positive or negative integer, andf(z) has no 
zeros or singularities in the vicinity of (a,b ); obviously fix) 
must have a constant sign in (a,b ) 

f(x»Oor f(x) <0 fora<x<b. (5) 

The function Q 2(Z) in Eq. (2) is assumed to have the same 
type of cutoffs and resonances as Q 2(Z), i.e., 

Mx 

Q 2(z) =l(z) II (z -Ziti, (6) 
;=1 

wherel(z) has the same general properties asf(z) in Eq. (4), 
and Zj = z(z = Zi)' Usually liz) will be simpler than f(z), 
and the simplest choice is liz) = const. The actual problem, 
however, is to simplify the differential equation. Thus we 
assume that Eq. (2) is solvable analytically. 

Equation (3c) is a nonlinear differential equation for the 
function z(z) if Q 2(Z) and Q 2(Z) are given. Assuming that 
q(z) i= 0, 00, a solution ofEq. (3c) can immediately be found in 
lowest order inA 2 by deleting the differential term,9.to which 
yields 
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q(Z)= dz = ~ (z) . 
dz Q(z) 

(7a) 

Integrating Eq. (7a) one finds 

J Q (z) dz = J Q (z) dz . (7b) 

To check the assumption of q(Z) #0, 00 at Z = Zj we 
expand Q 2(Z) given by Eq. (4) in powers of (z - Zj ), 

Q 2(z) = cj(z - Zjtj [1 + ktl gdz - Zj)k ] , (8a) 

where 

Mx 

cj = I(zj) II (Zj - Zit', (8b) 
i= 1 

Ii "";1 

and similarly for Q 2(Z). Inserting these expansions into Eq. 
(7a) we obtain, in the limit z-+Zj' 

[q(Zj)] mj+ 2 = C/Cj , (9) 

which defines q(Zj) # 0, 00, as required, if mj # - 2. For 
mj = - 2 Eq. (9) gives a constraint upon the unknown pa­
rameters contained in Eq. (6), Zi' etc. 

Finding the mapping Z-+z in higher orders by a 
straightforward iteration starting from Eqs. (7a),(7b) can be 
inconvenient (see Sec. I). One might think of the nonstan­
dard approach to solving Eq. (3c) (both in zeroth and higher 
orders) proposed in Ref. 15, but applicability of these results 
is too limited (Ref. 15 treats one turning point only, and 
offers no straightforward generalizations). Our approach is 
to relate the solution in question to the higher-order phase­
integral approximations l (PIA), but for both the original 
wave equation (1) and the comparison equation (2). Using 
PIA of order 2N + 1 (N)O) we find, for Eq. (1), 

t/I(Z):::::: [q2N+ d z)] -1I2 exp [ ±iW2N + l (Z)] , (lOa) 

q2N+ 1 (z) = Q (z)[ 1 + Y2(Z) + ... + Y2N(Z)] , (lOb) 

W2N + dz) = J q2N+ dz) dz, (lOc) 

where the higher-order corrections Y 2n (z) ( 0:: A 2n ) are 
uniquely defined polynomials in the quantities Ep ' defined as 

dPE 
Ep = __ 0, p>O, 

d~P 
(1Ia) 

E =_I_(Ql/2~Q-1/2) 
o Q2 dz2 

= _1 [ 5(d
Q2

)2 _ 4 2 d
2Q2

] 
16Q6 dz Q d~ , 

(lIb) 

~= J Q(z)dz, (lIc) 

[e.g., Y4 = EoI2, Y4 = - (E02 + E2)/8, etc., see Ref. 16 for 
Y 2n up to Y20]. 

The transformation Z-+W2N + 1 generated by q2N + 1 

given by Eq. (lOb), transforms Eq. (1) into the wave equation 
in which the pertinent coefficient, K 2(W2N + 1 ), is close to uni­
ty (see Ref. 3, Chap. 2B): 

K 2(W2N + l )= 1 +2Y2N +2[1 +0(,12)] = 1 +0(A2N+2). 
(12) 
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Including only terms up to A 2N [to be consistent with Eq. 
(lOb)] we thus obtain K 2 = 1. Similarly we obtain K 2 = 1 
after the transformation Z-+W2N + 1 , generated by 

q2N+ 1 = Q [1 + Y2 + ... + Y2N ] , (13) 

where again for consistency only terms up tOA 2N are includ­
ed (Y 2n 0::,1 2n). Thus at the considered level of accuracy the 
wave equations after the transformations Z-+W2N + 1 ,and 
Z-+W2N + 1 coincide, which implies 

iW2N + l Q2N+l dz=l. 

dW2N + 1 q2N+ ldz 
(14) 

[This is a consequence of the equation analogous to Eq. (3c), 
for the transformation W2N + l-+W2N + 1 .] With this approxi­
mation the generating function for the mapping Z-+Z thus 
becomes 

() =dZ=q2N+l =Q[I+Y2+"'+Y2N] (15) qz _ _ _ _. a 
dz q2N+ 1 Q [1 + Y2 + ... + Y2N ] 

Integrating Eq. (15a) we find 

(15b) 

The higher-order approximation to the function z(z), defined 
by Eq. (15b), will be called double phase-integral approxima­
tion of order 2N + 1. 

Note that our derivation requires I Y 2n 1<1 (and 
I Y 2n I <1), which is only true for Iz - Zjc I,>Rjc , where Zjc is 
either a zero or a simple pole of Q 2(Z), and Rjc is a critical 
radius which can be associated with any such critical point 
Zjc (see Ref. 3). In favorable situations (i.e., A small enough) 
R jc are small so that the critical circles, Iz - Zjc I < R jc' do 
not overlap. The DPIA should then be accurate, and im­
prove in higher orders, along any path in the complex plane 
passing by the critical circles. This can lead to very accurate 
results concerning the connection problems (e.g., transmis­
sion coefficients etc.), as illustrated in Ref. 14. At the same 
time the accuracy of the DPIA in the immediate vicinity of 
ZjC (where I Y 2n I'> 1, and I Y 2n I'> 1) requires separate treat­
ment. Thus the question of how good the DPIA could be for 
relating t/I(z) to ¢(z) in the immediate vicinity of cutoffs and 
resonances remains open. The only point we would like to 
make is that Eq. (15a) is bounded in the limitz-+zj , i.e., we do 
not spoil the lowest-order behavior of q( #0, 00; Y 2n-00 at 
Zjc' but Y 2n IY 2n -+const#O, (0). This can be seen from gen­
eral expressions for Y 2n (z) corresponding to Q 2(Z) given by 
Eq. (8a) [see Eqs. (57a), (57b) in Ref. 3], leading to 

q2N+ 1 (z) = cr2(z - Zjt/2 [1 + ktl ak(z - Zj)k ] 

X {I - ntl C> [1 + ktl andz - Zj)k ] 

x..!..mj(mj +4)(mj +2)2n-2 
2 

X( -16)-npn(2n _1)!(Z_Zj)-lmJ +2In}, 

(16a) 

wheref3n is a slowly varing function ofn, of order ofmagni-
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tude one. Equation (16a), being valid for mj =1= - 2, - 4, 
requires the replacements 

(2n)! 
1m (m +4) ... ~8 = , formj = - 2, 
2 j j n (n!)2(2n _ 1)42n 

(16b) 

[1 +~ank(Z-Zj)k]",---+(z_Zj)2n+1 f ank(z-zj)k,(I6c) 
k=O 

for mj = - 4; ak and ank in Eqs. (16a) and (16c) depend on 
gk in Eq. (8a), and vanish for gk _0. 

Inserting Eqs. (16a)-(I6c), and similar expressions for 
lJ2N + I , into Eq. (15a) and taking the limit Z-Zj' we again 
arrive at Eq. (9) derived in the lowest order for mj =1= - 2, and 
at a constraint on Zi , ... , for mj = - 2, which now reads 

The unknown parameters in Eq. (6), Zi etc. [which are 
also contained in cj in Eqs. (9) and (17)], should be deter­
mined from Eq. (ISb). They will, in general, be different in 
different orders. Note in this connection that we have a free­
dom in choice ofthe integration constant in Eq. (3a). There­
fore, for any given point ZO' we can prescribe Zo = z(zo). In 
particular we can always make a convenient choice for one of 
the points Zj' Also the unit length in the Z plane can be pre­
scribed, for example by fixing the multiplication constant in 
I(z). However, the sign of I(x) must be the same as that of 
f (x), in order that the signs of Q 2(X) and Q 2(X) be the same. If 
the signs of the square roots Q (x) and Q (x) are chosen in the 
same way, positive sense of the x axis will be invariant under 
the mapping, i.e., 

dx 
q(x)=->O. 

dx 
(18) 

In lowest order (N = 0) the integrals in Eq. (ISb) are conver­
gent at zeros and simple poles of Q 2(Z), and some equations 
for Zi' etc., can be obtained by integrating between these 
points. In other situations, one should instead introduce ap­
propriate contour integrals. For a pair of odd order zeros 
and/or poles ofQ2(z), Zj' and ZI' we define 

F2N+ I (j,/) =g£ q2N+ I (z) dz, mj ,ml = 2m - 1 , 

(19) 

(and similar expression for I' 2N + I in the Z plane, g = g), 
where the integration contour C encloses Zj and ZI' but no 
other zero or pole of Q 2(Z), andg is a normalization constant; 
q2N + I (z) is assumed to be single valued along C, i.e., a cut 
connecting Zj and z, is implied. The F-integral (19) is inde­
pendent of C. In particular, integrating along the two lips of 
the cut, z' and z", we obtain 

r' F2N+ I (j,/) = 2g 1 q2N+ I (Z') dz' , 
J 

(19') 

if the integral in Eq. (19') is finite. Therefore,g = ~ (or g = 1/ 
2i) is often a convenient choice. Equation (19) remains mean­
ingful when Zj and ZI merge into an even-order zero or pole 
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Zj' In that case q2N + I (z) becomes single valued around Zj' 
and we can write 

F 2N + I (j) = F 2N + I (j,j) 
= ± 21Tig Res q2N+ I (Zj)' mj = 2m. 

(20) 

From Eq. (lSb) we obtain 

F2N+ I (j,l) = I'2N + 1 (j,t) , (21) 

where the contours C and C should be circled in the same 
direction, if condition (18) is fulfilled. 

Our initial assumption that the zero or pole Zj is 
mapped into the same type of zero or pole Zj was crucial in 
the derivation of Eq. (9), both in first and higher orders. 
However, for simple models this requirement may be incon­
sistent with Eq. (21), if the order ofzj is even. This simply 
means that the mergence of Zj and ZI into an even-order zero 
or pole Zj (with F2N + I = I'2N + 1) is not necessarily accom­
panied by the similar mergence in the Z plane. For example, if 

Q 2(Z) = const(z - Zj tJ(mj = 2m =1= - 2), one obtains 
Res q2N + I (z}) = 0, whereas in general Res q2N + I (Zj )=1=0, in 
contradiction to Eq. (21). For that reason, to be consistent 
with Eq. (21), we now admit for the even-order zero or polezj 
being represented, if necessary, by a pair of the neighboring 
odd-order zeros and/or poles, zi' and zr ,such that 
ml + mr = mj (andsimilarlyfortheinversemappingz~z). 
The usefulness of this extension, in spite of the fact that q(z) 
may now be singular at Zj' is demonstrated in Ref. 14. 

In applications Q 2(Z) [or Q 2(Z)] is often a rational func­
tion 

M 

Q2(z)=cll (z-Zjt;=czm~[l +O(Z-l)] , 
i= I 

M 

moo = L m i , 

i= 1 

(22) 

where c = const, and mi = integer=l=O. In that case it can be 
shown using the results of Ref. 3 (Secs. 3 and 4) that Y 2n (z) is 
also a rational function, of the following form: 

Y2n (z) = J..- PI (z) IT (z - Zi )1'-;0 , (23a) 
en n ;= 1 

where 

In = 2(M - l)n, !-lin = - (mi + 2)n, (23b) 

and PI.!z) is a polynomial of In th degree, independent of c. 
Equations (23b) assume all m i =1= - 4, and moo =1=0, - 4; for 
mi = - 4 !-lin = 2n + 1, and In should be decreased by one; 
In should also be decreased if moo = 0 or - 4, in general by 
one, or by two if Q 2(Z) is even. [Functions Y 2n (z) are even if 
Q 2(Z) is even.3] 

III. SUMMARY OF RESULTS AND CONCLUSIONS 

The wave equation with cutoffs and resonances can be 
transformed to a simpler equation with similar properties by 
using the mapping z-z defined by Eq. (ISb). If the model 
equation (2) is analytically solvable, all interesting quantities 
such as reflection and absorption coefficients etc., can be 
expressed in terms of parameters entering the model, Zi etc., 
see Eq. (6). This is illustrated in Ref. 14. One of the pointszi , 
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and the multiplication constant in lIz) can always be pre­
scribed, and the remaining parameters should be determined 
from Eqs. (21). However, if their number, np , is greater than 
the number of equations (21), ne , (np - ne) parameters can 
also be chosen for the best fit. 

For a given model the rhs ofEq. (21) is a uniquely de­
fined function of the parameters Zj etc., which in simpler 
cases can effectively be determined in arbitrary order. In 
more complicated situations one can use a computer to per­
form necessary algebraic manipulations, and tabulate the re­
sults for N = 0,1,2, ... , for subsequent applications. The inte­
grals on the lhs ofEq. (21), pertinent to the given wave 
equation (1), are the same quantities which are dealt with in 
ordinary higher-order phase-integral approximations. 
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Transmission through cutoffs and resonances in the double phase-integral 
approximation 
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Using the double phase-integral approximation technique developed earlier for the wave equation 
d zif;/dzz + Q Z(z) if; = 0, we derive analytical formulas for the reflection (R ), transmission (T), and 
absorption (A ) coefficients. They are valid to arbitrary order in the expansion parameter, for 
functions Q z(z) having either two cutoffs or one cutoff and one resonance. For two examples of this 
type the formulas for R, T, and A are checked against numerical results, using approximations up 
to fifth order. 

PACS numbers: 03.40.Kf, 02.30.Mv, 02.30.Qy 

I. INTRODUCTION 

The time-independent wave equation in one dimension, 

dZif; 
--Z + Q z(z) if; = 0, z = x + iy, (I) 
dz 

can be reduced to simpler equations of the same form (mod­
els) by using the double phase-integral approximations 1 

(DPIA). In this paper we illustrate the general theory of 
DPIA developed in Ref. 1 by considering three models solv­
able analytically: 

(i) Parabolic modef (Sec. II), 
(ii) Epstein's model3 (Sec. III), 
(iii) Budden's model4 (Sec. IV). 

Quantities referring to a model (such as if;, z, etc.) will be 
distinguished from those for other functions Q Z(z) by a tilde 
Oust as in Ref. 1). Models (i) to (iii) have some common fea­
tures. Thus Q Z(x) is real, and becomes positive when Ix I is 
large enough; t;.(i) involves special functions, but one can 
always identify solutions which asymptotically represent 
propagating waves (for x ---+ ± 00); the reflection and trans­
mission coefficients, Rand T, can be determined analytical­
ly, and are simple elementary functions of the model param­
eters. Models (i) and (ii) conserve the wave energy (or the 
current in the quantum mechanical language), i.e., 
R + T = 1, which is a consequence of Q Z(x) being both real 
and regular. In Budden's model Q z(x) has a simple pole at 
x = p (resonance), where part of the wave energy is absorbed 
(R + T < 1). In such cases one defines the absorption coeffi­
cient A, so as to satisfy R + T + A = 1. [A pole on the real 
axis is obviously an idealization; it should be properly by­
passed in the complex plane when tracing if;(x) between 
x = ± 00; for Q z(x) resembling that of Budden's model, see, 
e.g., Eq. (27), A> 0 corresponds to tracing in the lower half­
plane, if the time dependence is exp( - iwt ).] A basic concept 
in the DPIA is the r-integral [see Eq. (19) in Ref. 1] which 
can be associated with any pair of odd-order zeros and/or 
poles of Q 2(Z), located either on or close to the x axis (cutoffs 
or resonances). In the simpler situations dealt with in this 
paper, there is only one such pair, z 1 and Zz. The correspond­
ing r-integral can be written (with convenient normaliza­
tion) 

r ZN + 1 = ~ i Q(z)[ 1 + Y2(Z) + ... + Y2N (z)] dz, (2) 
I )c 

where C is assumed to encircle ZI and Zz in a positive sense; 
z 1,2 are either real (z 1 < Z2) or complex conjugate (1m Z2 > 0); 
the sign of Q will always be chosen so that Q (x) > 0 for 
x> Re Z2' According to the general theory of the DPIA 1 we 
make the model, Q Z(i), pertinent to other functions Q 2(Z) 
[which should resemble Q 2(i) on the real axis, see Sec. V for 
more details] by requiring .TZN + I = r 2N + I . In view of this 
basic relation we will use the same symbol r 2N + 1 in connec­
tion with both the given function Q 2(Z) and the model. This 
will make the formulas for R, etc., derived for the model, 
automatically applicable (approximately) to Q 2(Z) provided 
the model parameters in these formulas are expressed in 
terms of r 2N + I . Such formulas as following from models (i) 
to (iii) are given in Secs. II to IV. They are then checked in 
Sec. VI against numerical results in two situations for which 
the r-integrals can be calculated analytically. In Sec. V, we 
formulate the applicability conditions for our formulas for 
R, etc. 

II. Rand T FROM THE PARABOLIC MODEL 

The essential results of Ref. 2 can be summarized as 
follows: 

Q 2(i) = C(i2 - ii), c > 0 (cutoffs at ± z d, (3a) 

t;.(i) = parabolic cylinder (Weber's) function, (3b) 

T= [1 +exp(1Tc l12 ii)] -I. (3c) 

To calculate r 2N + 1 we first use Eqs. (23a), (23b) of Ref. 1 
(M = moo = 2) to find the general form of Y2n(i), and then 
expand Y2n (i) and Q (i) in a Laurent series convergent for 
Iii> lill: 

Y2n (i) = C - n Pn (i2)(ZZ - ii) - 3n 
00 

= i - 4n "a i - k 
~ nk , (4a) 

k=O 

Q- (_) _ -1/2 - I Zl 
(

Po -4 

z-c z-----
2i 8i3 

00-) . (4b) 

Inserting Eqs. (4a), (4b) into Eq. (2) we obtain 

r 1 f Q- (-) d- -1/2-2 2N+ I = --:- z z = - 1TC Zl' 
I C 

(5) 

and we can finally write Eq. (3c) as (R = I - T) 

T = [1 + exp( - r 2N + 1 )] - I. (6) 
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In view of the DPIA arguments given in Sec. I, Eq. (6) being 
exact for the parabolic model, should be approximately valid 
also for other functions Q 2(Z) satisfying the applicability con­
ditions formulated in Sec. V. For N = 0, Eq. (6) reduces to 
one of the well-known Kemble expressions for T [see, e.g., 
Eqs. (9.2) and (9.3) in Ref. 5]. For N>O, Eq. (6) is not new 
either, but its direct derivation without referring to the para­
bolic model is more complicated.6 First numerical check of 
Eq. (6) in higher orders (N<5) was given by Karlsson/ who 
used for this purpose the analytically solvable Epstein model 
discussed in the following section. 

III. RAND T FROM EPSTEIN'S MODEL 

In Epstein's modeV Q 2(i) can be written 

Q 2(i) = P2(U) = au2 + bu + c, (7a) 

U = tanh(ZlL), L > 0, (7b) 

and ¢Ii) is expressible in terms of the hypergeometric func­
tion. Thus Q 2(i)hasfinitelimitsati = ± 00,Q2± ,whichwe 
assume positive, and is additionally characterized by Q ~ 
=Q2(i=O): 

a = !(Q 2+ + Q 2_ ) _ Q ~, 

b = !(Q 2+ _ Q 2_), C = Q ~. (7c) 

The constant L in Eq. (7b) defines the unit length in the i 
plane and can be fixed in a convenient way. Thus we put 
L = 1, which simplifies the algebra. With this choice one 
obtains3 (R = 1 - T) 

T=(S+ -S_)l(C+S+), (7d) 

where 

S ± = sinh2[(1T/2)(Q+ ± Q_)]' 

C = cosh2 [1T(a _ !)1/2]. 

(7e) 

(7f) 

Equation (7f) is valid for any a, including a <! or a < 0. How­
ever, in our analysis we assume a> 0. In that case the two 
roots of the quadratic P2(u) = 0, U I and U 2, lie either on or 
close to the segment - 1 < U < 1, which is the image ofthei 
axis [P2(u = ± 1) = Q2± >0]. The corresponding zeros of 
Q 2(i) located either on or close to the i axis (cutoffs) will be 
denoted by i I andi2• [There are more zeros of Q 2(i), which is 
periodic with period i1TL.] The F-integral associated with 
i l •2 can be written 

F2N + I = Q+ + Q- _ a1/2(1 __ 1_ 
21T 2 8a 

1 1 DN) 
- 128a2 - 102403 - ••• - -;;;;' (8) 

where D N is given by Eq. (A3) in Appendix A. This result can 
be derived by using Eqs. (8) and (9) of Ref. 7. It also follows 
easily if one knows the general form of Y2n (u), see Appendix 
A. Inserting in Eq. (8) F2N + I corresponding to a given Q 2(Z) 
we obtain one equation for three model parameters. Two 
constraints can thus be imposed for uniqueness. For exam­
ple, one can define 

3 d
Q2

1 /3i = (Z2 - ZII --
dz Zi 

(9) 
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and require 

Pi =/3i' i= 1,2. (to) 

This willguaranteedQ 2/diatii to be equal todQ 2/dzatzjJ if 
Lin Eq. (7b) is chosen so that i2 - i l = Z2 - ZI' [/3i defined 
by Eq. (9) is the simplest dimensionless combination of 
Z2 - ZI and dQ21dz atzi.] 

For symmetric propagation [Q 2( - z) = Q 2(Z)] it is nat­
ural to impose the same symmetry upon the model. The con­
straints in that case might be (cutoffs at ± ZI) 

- 3 d
Q2

1 /31 =/31 ==ZI -- , 
dz z, 

or 

Po = /30 = - ~ Q ~, 
where 

PI = [f(lu,IW 2Q:., lUll, 

Po = [f(lu,IW IQ:., - ai, 

(lIa) 

(lIb) 

(I2a) 

(I2b) 

Q:., = Q2± ,f= tanh- ' forQ~<O, or/= tan-I forQ~ >0, 
a = Q:., - Q6, and lUll = 11 - Q:., /al l12. Equation (lIa) 
is equivalent to Eq. (10), whereas (11 b) implies Q ~ = Q ~, if L 
in Eq. (7b) is chosen so that i l = ZI' 

Thus to determine Rand T from Epstein's model the 
model parameters Q ± and a should first be found from Eq. 
(8) plus constraints, to be used afterwards in Eqs. (7d) to (7f). 

IV. R, T, AND A FROM BUDDEN'S MODEL 

Summary of results of Ref. 4: 

Q2(i)=K 2i/(i-p), K 2>0, P>O, (13a) 

¢(i) is expressible in terms of the confluent hypergeometric 
function, and the reflection, transmission, and absorption 
coefficients are 

Ro = (1 - T)2, To = T, Ao = T(I- T), (13b) 

R", = 0, T '" = T, A", = 1 - T, 

where 

T = exp( - 1TKP), 

(13c) 

(13d) 

and the subscript ° refers to propagation towards the zero of 
Q2(i)(Le., from x = - 00 tox = (0), and the sUbscript 00 to 
propagation towards the pole (from 00 to - (0). 

Using Eqs. (23a), (23b) of Ref. 1 (M = 2,_m", = 0) t5> 
find a general form of Y2n (i), and expanding Y2n (i) and Q (i) 
in a Laurent series convergent for Iii> P we easily find, as in 
the case ofEq. (5), 

r 2N + I = 1TKp. (14) 

Using this result in Eq. (13d) we get 

T= exp( - r 2N + I)' (15) 

which, if inserted into Eqs. (13b), (13c), gives explicit expres-
sions for Ro etc. 

V. APPLICABILITY CONDITIONS 

The approximate formulas for R, T, andA, derived in 
Secs. II to IV, are applicable to functions Q 2(Z) which resem­
ble one of the models (i) to (iii), in the following sense: 

(a) Q 2(Z) should have the same type ofzeros and poles on 
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or close to the real axis, i.e., two cutoffs for models (i) and (ii), 
or one real cutoff and one real resonance for model (iii). 

(b) Q 2(Z) should admit propagating waves at x -+ ± 00. 

The meaning of (b) and the definition of Rand Tare obvious 
if Q 2(X) -+ const > 0 as x -+ ± 00. A more general situation 
is described in Ref. 5, Chap. 9, in connection with the poten­
tial barrier penetration. Thus one can define Rand Tunique­
ly by using the JWKB approximation (or higher-order 
phase-integral approximations) at large distances from the 
origin, Ix I > x o' if Q 2(X) > 0 there, and these approximations 
tend to exact solutions of the wave equation as x -+ ± 00. 

This in turn requires the quantity called the /i-integral to 
remain finite with the integration intervals extending to in­
finity ( - 00 < x < - xa, and Xo < x < 00). Approximate for­
mulas for such /i-integrals are derived in Ref. 8 under the 
assumption that Q 2(Z) has an isolated singular point at 
z = 00, but not an essential singularity; this allows for the 
Laurent expansion about infinity, of the form 

(16) 

In that case the /i-integrals in question are only finite for m 00 

> - 1 [see Eqs. (64) and (65) in Ref. 8]. Thus to comply with 
Q 2(X) > 0 for Ix I > Xo we must require 

c>O, moo = 0,2,4, .... (17) 

This includes Q 2(X) -+ const> 0 (m 00 = 0), but additionally 
also Q 2(X) -+ + 00, as x -+ ± 00. 

VI. EXAMPLES 

Formulas for R, T, andA, derived in Secs. II to IV, are 
particularly useful if the r-integral (2) can be calculated ana­
lytically. For example, if Q 2(Z) is a rational function, r2N + 1 

is often an elliptic or even elementary integral. These two 
possibilities will be illustrated by two examples given in this 
section. However, the amount of algebra needed in higher 
orders is often prohibitively large even if the final results are 
not too complicated. Such cases can only be treated by per­
forming part of the algebra automatically by computer. In 
our examples we searched for an effective compromise 
between manipulations done by hand, and symbolic compu­
tations. This methodology, described in Appendices Band 
C, should be useful also in other, more physical, applica­
tions. 

Our first example, 

Q 2(z) = Q:, _ (Q:, _ Q~)I(Z2 + 1), 

Q:, > 0, Q ~ < Q :, , (18) 

describes symmetric propagation with two cutoffs (or trans­
mission through a symmetric potential barrier). The applica­
bility condition (17) is obviously fulfilled, and one can use 
Eq. (6) or (7d) to calculate Tand R. We assume Q ~ < Q:, to 
prevent the zeros of Q 2(Z), ± Z I' from getting too far from the 
x axis (Le., beyond the poles at ± i). In any order the r­
integral (2) associated with ± ZI can be expressed in terms of 
the complete elliptic integrals K (k) and E (k) (see Appendix 
B), e.g., 
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r l = 4Qoo [E(k) - k '2K(k)] 

= Qoo 17'k 2(1 + k 2/8 + ... ), 
r

3 
- r 1 = (6Qoc k 2k '2)-1 

X [( 1 + 7 k 2) E (k ) - (1 + 3k 2) k '2 K (k )] 

= (317'/8Qao)(1 +~k2+ ... ), 

r5 - r3 = (1440Q~ k 6k '6)-1 

(19a) 

(19b) 

X [( 56 - 265k 2 + 459k 4 _ 1243k 6 _ 3Ik 8) 

XE(k) - (56 - 237k 2 + 351k 4 

_ 727 k 6 + 45k 8) K (k )] 

= (I3517'/1024Q~)(1 + m k 2 + ... ), (19c) 

where 

k 2= -zi =Q6IQ:" k,2= I-k 2. (20) 

The power series in k 2 in Eqs. (I9a)-( 19c) gives the behavior 
of the r-integrals in the limit I Q 61 <Q:, . For Q 6 < 0 (Le., 
k 2 < 0) we can use the imaginary modulus transformations 
(see Eqs. 160.2 in Ref. 9) 

K(k) = k ;K(kd, E(k) =E(kl)lk;, 

k~ = _k 2Ik,2, k;2= 1Ik'2. (21) 

For Q 6 = 0 (double zero, zi = k 2 = 0) we obtain r 1 = 0, 
and r 2N + 1 > 0 for N> 0, if Q:, is not too small, e.g., 

(22) 
r5 = r3( 1 - 45/128Q:, ) > 0, if Q:, > -M, etc. 

This means, in view ofEq. (5), that in the parabolic model the 
double zero, zi = 0, is represented in first order also by the 
double zero, Zf = 0, but in higher orders by two simple pure 
imaginary zeros (ii < 0). In Epstein's model with the con­
straint (11 a) or (11 b) the double zero in question is represent­
ed, in any order, by the double zero. This is a consequence of 
the constraints which now read 

[f(lull)null Q:, = Q~/(Q:' - Q6), (23a) 

[!(luIIWIQ:, - al = Q~/Q:'. (23b) 

[Inserting in Eq. (23a) or (23b) Q 6 = 0 we obtain u I = 0, 
which is equivalent to Zf = 0.] In general, calculating 
Qoo [ = (Q+ + Q_)l2] from Eq. (8) and inserting it into Eq. 
(23a) or (23b), a nonlinear equation for a is obtained, which 
can easily be solved numerically. For Q ~ = 0 the constraints 
(23a), (23b) reduce to 

_ Q- 2 a - 00' (24) 

Inserting Eq. (24) into Eq. (8) we arrive at an identity for 
N = 0, but in higher orders we obtain (N) 0) 

1 1 1 ---+ - + -
8Qao 128Q ~ 1024Q ~ 

DN r 1N + 1 + ... + ---- = --. 
QZ:-I 217' 

(25) 

Equation (25) requires r ZN + 1 > 0, see Eqs. (22). For N = 0 
we can only go to the limit Q ~ -+ O. Eliminating 
a( = Q:, - Q 6) from Eqs. (8) and (23a), (23b), and using the 
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TABLE I. Transmission coefficients for Q 2(Z) given by Eq. (18), for Q~ = 0; numerical (T) versus the DPIA results up to fifth order (T" T3, Ts), first tine 
corresponding to the parabolic model, Eq. (6), and second line to Epstein's model, Eq. (7d). 

Q~ T T, T, Ts 

1.0 0.7319381803 0.5 0.76 0.68 
0.78 0.78 0.68 

3.0 0.652 579 1425 0.5 0.664 0.646 
0.671 0.671 0.646 

10.0 0.589 493 844 5 0.50 0.592 0.5889 
0.593 0.593 0.5889 

30.0 0.5529928210 0.50 0.5536 0.55294 
0.5538 0.5538 0.55295 

100.0 0.5293180326 0.50 0.5294 0.529315 
0.5295 0.5295 0.529315 

300.0 0.516978 101 1 0.50 0.51700 0.516977 9 
0.51701 0.51701 0.516977 9 

1000.0 0.509 309 335 8 0.50 0.509313 0.509 309 326 
0.509314 0.509314 0.509309327 

3000.0 0.505376417 I 0.50 0.505377 0 0.5053764163 
0.505377 3 0.505377 3 0.5053764163 

10000.0 0.502945 105 8 0.500 0.50294521 0.502 945 105 5 
0.50294525 0.50294525 0.502945 1055 

power expansions in Q ~ / Q:, and Q ~ / Q:, we easily find for 
either of the constraints (23a), (23b) 

Q",(Q~ -+O,N=O) 

(26) 

This indicates that the results obtained from Epstein's model 
with the adopted constraints, in first order, tend to those in 
third order as Q ~ -+ 0. One should therefore expect Ep-

stein's model to be particularly good in first order. 
In Tables I and II, we tabulate typical results for T from 

the parabolic and Epstein models versus results obtained nu­
merically. In first order, as expected, the Epstein model is 
significantly better than the parabolic one, while in higher 
orders the difference between them is insignificant. Thus in 
this application the extra freedom (but also extra complica­
tion) in the Epstein model are not paid for in higher orders; 
this, perhaps, would be the case if the propagation, unlike the 

TABLE II. Transmission coefficients as in Table I but for Q ~ #0; Q~ = 103. First line corresponds to the parabolic model, Eq. (6), second line to Epstein's 
model, Eq. (7d), with the constraint (23a), and third line to Epstein's model with the constraint (23b). 

Q~ T T, T, Ts 

100.0 0.9999591510 0.999957 0.9999591515 0.999959 1507 
0.99995910 0.9999591518 0.999959 1507 
0.99995908 0.999959151 8 0.9999591507 

10.0 0.7373750814 0.730 0.737378 0.737 375 073 
0.737357 0.737379 0.737375074 
0.737350 0.737379 0.737375074 

1.0 0.534 107 412 5 0.525 0.534111 0.534 107403 
0.534109 0.534112 0.534 107 403 
0.5341083 0.534112 0.534 107403 

- 1.0 0.484471 5848 0.475 0.484475 0.484471 575 
0.484479 0.484476 0.484471 576 
0.484480 0.484476 0.484471 576 

-10.0 0.277 801 2490 0.270 0.277 804 0.277 801 242 
0.277 83 0.277 805 0.277801 242 
0.277 83 0.277805 0.277 801 242 

-100.0 0.564 896 364 1 X 10-' 0.546X 10-4 0.564 901 X 10-4 0.564 896 352X 10- 4 

0.565 5 X 10-4 0.564 904 X 10-' 0.564 896 353 X 10-4 

0.565 7X 10-' 0.564 904 X 10-4 0.564 896 353 X 10- 4 

-1000.0 0.787227 218X 10-39 O.77x 10-39 0.787227 4X 10-39 0.787227 212X 10- 39 

0.791 X 10-39 0.7872282 X 10-39 0.787227212 X 10-'9 
0.792xlO- 39 0.787 228 3 X 10-39 0.787227 212x 10-39 
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parabolic model, was asymmetric. Tables I and II indicate 
that in fifth order both models give excellent accuracy if Q:, 
is large enough, the accuracy only weakly depending on Q 6 . 
Note that for Q:, = 1 (Table I) the parabolic model gives the 
best accuracy in the third rather than fifth order. The exis-

tence of such an optimum order is typical of the PIA, but the 
optimum is usually far beyond the practically interesting or­
ders. Different behavior is only possible if the first order 
accuracy is rather poor,8 which in our example corresponds 
to Q:, :S 1. 

TABLE III. Reflection, transmission, and absorption coefficients (R, T, and A ) for Q 2(Z) given by Eq. (27); numerical results followed by the DPIA results in 
order I, 3, and 5, for propagation towards the cutoff (first four lines), and towards the resonance. 

K p R T A 

1.0 0.3 0.55030914 0.272 873 88 0.17681698 
0.40 0.37 0.23 
0.58 0.24 0.181 
0.9 0.04 0.04 
0.032264 53 0.272 873 88 0.69486160 
0 0.37 0.63 
0 0.24 0.76 
0 0.04 0.9 

3.0 0.1 0.40669920 0.362300 65 0.23100014 
0.38 0.39 0.237 
0.400 0.368 0.233 
0.410 0.360 0.2304 
0.00023511 0.362300 65 0.637464 24 
0 0.39 0.61 
0 0.368 0.632 
0 0.360 0.640 

10.0 0.03 0.37509924 0.38754638 0.23735438 
0.373 0.389 0.2378 
0.37500 0.38762 0.23737 
0.375087 0.387556 0.237356 
0.2X 10- 11 0.38754638 0.61245362 
0 0.389 0.610 5 
0 0.38762 0.61237 
0 0.387556 0.612443 

30.0 0.01 0.372 791 5966 0.3894333814 0.2377750220 
0.372 5 0.3896 0.23782 
0.372 790 5 0.3894342 0.2377752 
0.372 79158 0.389433391 0.237775025 
$10- 17 0.3894333814 0.610 566 6187 
0 0.3896 0.610 36 
0 0.3894342 0.610 565 8 
0 0.389433391 0.610 566 609 

100.0 0.003 0.372 538471 4 0.389 640 703 6 0.237 820 825 0 
0.372 52 0.38966 0.237825 
0.372 538 463 0.389640710 0.237 820 827 
0.372 538 4714 0.389640 703 0 0.2378208256 
$ 10- 17 0.389 640 703 6 0.610 359 296 4 
0 0.38966 0.610 34 
0 0.389640710 0.610 359 290 
0 0.389 640 703 0 0.610 359 297 0 

30.0 0.002 0.029 543 868 58 0.828 1167017 0.142 3394297 
0.02951 0.82820 0.14228 
0.0295437 0.8281171 0.1423392 
0.029 543 867 0.828 116705 0.142339428 
$ 10- 17 0.828 116701 7 0.1718832983 
0 0.82820 0.171 80 
0 0.828 117 I 0.1718829 
0 0.828 116705 0.171883295 

30.0 0.05 0.9822910579 0.008 894022 888 0.008814919215 
0.98224 0.00892 0.00884 
0.9822909 0.00889412 0.00881502 
0.982291056 0.008 894024 1 0.0088149204 
$ 10- 17 0.008 894 022 888 0.991 105977 1 
0 0.00892 0.99108 
0 0.00889412 0.991 10588 
0 0.008 894024 1 0.991 1059759 
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Our second example 

Q 2(z) = K2(r + 1)2z/(z - p), K2>0, p>O, (27) 

describes propagation through one cutoff (at z = 0) and one 
resonance (at z = pl. It differs from the Budden model, Eq. 
(13a), only through the factor (Z2 + 1)2 which was chosen so 
as to satisfy Eq. (17) (m 00 = 4), and lead to elementary inte­
grals. Thus r2N + I associated withz = Oandz = pisanalge­
braic function of K and p for arbitrary N (see Appendix C), 
e.g., 

r/1TKp = 1 + ~p2, 
r3 - r l _ S(18 + 13p2) - (4 + 9p2) 

1TKp - 32K2D(1+p2) 

= _1_ (1 _ ~ p2 + ... ) 
2K2 16 ' 

r5 -r3_ --------
1TKp - 262144K 4D (1 + p2)4 

X [2S(248560 + 928704p2 

+ 1362813p4 + 897564p6 + 222595p8) 

- 11200 + 255504p2 + 1325064p4 

(28a) 

(28b) 

+ 2159781p6 + 1502466p8 + 385645p lO] 

= _1_5 _ (1 _ J.. p2 + ... ) (28c) 
128K 4 3 ' 

where 

S= 1 +(1 +p2)1/2, D= [2S(l +p2)] 112. (29) 

Inserting these r-integrals into Eq. (15), and the result into 
Eqs. (13b), (13c), we obtain approximate formulas for Roetc., 
in successive orders. Typical results are tabulated in Table 
III versus results obtained numerically. In the first five cases 
we increase K while keeping Kp = const, which leads to a 
systematic increase in the accuracy of the DPIA. The last 
two cases demonstrate only weak dependence of the accura­
cy on p for K = const. 

When integrating the wave equation numerically we 
were using third rather than first-order phase-integral ap­
proximation to decompose ¢(x) into incoming and outgoing 
waves at large distances (see Sec V). This reduced the com­
puting time by several orders of magnitude for Q:, ;> 1, or 
K 2;> 1. Finally in the first example, Eq. (18), the computing 
times ranged from 20 seconds for Q:, = 1 to 95 seconds for 
Q:, = 104

, versus 0.07 second for a typical DPIA calcula­
tion (both models included), on the CDC CYBER 73 com­
puter. The second example, Eq. (27), required from 136 se­
conds for K = 1 to 690 seconds for K = 100, versus 0.02 
second for the DPIA calculation. The computational details 
will be described elsewhere, and the programs are obtainable 
from the author on request. 
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APPENDIX A: F-INTEGRAL FOR EPSTEIN'S MODEL 

Using Eqs. (7a), (7b) (L = 1) in Eq. (2) we obtain 

1 f [P2(U)] 1/2 [ N - ] r 2N + I = -:- 1 2 1 + I Y2n(U) du, 
I C u - U n = 1 

(AI) 

where Cu encircles u 1,2 in a positive sense. Functions Y2n (u) 
have the following general form (cnjl = const): 

- 1 - u2 

Y2n (u) = P
2
(u) 

X [~ 3n~ 1 ~ C njl ] 
n~l + 4.. 4.. I ' a 1=1 j=1.2(U-Uj ) 

(A2) 

an = (2n)!/(nW(2n - 1) 42n. (A3) 

This can be shown by first checking that Eq. (A2) holds for 
n = 1, and then using the recurrence relations for Y2n [see, 
e.g., Eq. (22) in Ref. 8], along with Eq. (31) in Ref. 8. In view 
ofEqs. (AI) and (A2) F2N + 1 involves the following integrals 
(/ = 0,1,2, ... ): 

f (u - uj ) ~ I [P2(u)] - 1/2 du 
Cu 

= rC U -(/+ I) (a~1/2 + f ajlk U ~k) du rcu k = 1 

= 21Tia~1/2 0
0/

, (A4) 

(A5) 

which easily leads to Eq. (8); derivation ofEq. (A5) is similar 
to that for Eq. (C4). 

APPENDIX B: F-INTEGRAL FOR EQUATION (18) 

Assume first that Q ~ > 0, i.e., the zeros ± z 1 are pure 
imaginary. Equation (19a) follows easily by integrating along 

iy 

x 

FIG. I. Integration contours for Q2(Z) given by Eq. (18). 
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the two lips of the cut connecting ± ZI' see Fig. 1, and using 
Eqs. 220.04 and 3IS.02 of Ref. 9. 

Using Eqs. (23a), (23b) of Ref. 1 we can write 

Y2n (z) = ! Q ;;; 2n P3n _ dr)(r - ~ ) - 3n(r + 1) - n, 

(BI) 

where the polynomial P3n _ 1 tz2) is independent of Q:, . This 
allows for the following decomposition into irreducible frac­
tions: 

Y2n(Z) 4Q::(r -~) 
~ rn,; 3n-1 S I 

=,L.. " + L n 
j = 1 (r + W 1= 1 (Z2 - ~ )1 

(B2) 

Using Eqs. (IS) and (B2), the r-integral (2) can be written as 

N 1 
F2N + 1 = FI + L Q 2n _ 1 

n = 1 00 

X(tl rnj Rj + 3'%11 Snl S/)' 
Rj =~,( (r+ I)-j 

41 jc 

X [(r + I)(r - ~)] - 112 dz, 

SI = (- .1)1 1. (~ _Z2)-1 
41 jc 

X [(r + I)(r - ~)] -112 dz. 

(B3) 

(B4) 

(B5) 

To determine R j ("regular" contribution to F) we integrate 
along the cut connecting ± Zl> which yields [see Eq. (20), 
and Eqs. 219.07, 315.00, 315.02, and 315.05 in Ref. 9] 

Ro = K(k), RI = E(k)lk '2, 

Rj+ 1 = [(2j + I)k '2] -I (B6) 

X (2j{2-k2)Rj -{2j-I)Rj _d, j= 1,2, .... 

To determineS, (the "singular" contribution) we deform the 
contour C as shown in Fig. I, and take the limit R -. OCJ. 

Contributions coming from C f vanish as R -. OCJ, and 
those corresponding to integration along C ± lead to (see 
Eqs. 215.06, 3IS.00, 3IS.02, and 3IS.05 in Ref. 9) 

So =K(k), SI = (k 2k '2)-I[k'2K(k) - E(k)1, 

SI+I = [(2/+ I)k 2k'2J-I (B7) 

X (21 (I - 2k 2) S, + (21 - 1) S,_ d, I = 1,2, .... 

For Q ~ < 0 (real zeros ± ZI) calculations are along similar 
lines. They lead to the results which can also be obtained 
from those for Q ~ > 0 by using Eqs. (21). 

Finding rnj and Sn' from Eq. (B2), R j and SI from the 
recurrence relations (B6) and (B7), and finally r2N + 1 from 
Eq. (B3) is an algorithmic procedure which can be pro­
grammed on a computer. Our Eqs. (I9b), (I9c) were obtained 
by using the REDUCE system for algebraic manipulations 
implemented at the QZ computer in Stockholm. 
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APPENDIX C: F-INTEGRAL FOR EQUATION (27) 

Expanding Q (z) in a Laurent series convergent for 
Izi >p we easily calculate FI given by Eq. (2Sa). Using Eqs. 
(23a), (23b) of Ref. I we find 

Y2n (z) = K - 2np6n(z) z- 3n(z2 + 1) -4n(z _ p) - n, 

and so we can write 
(CI) 

±~ 
1=1 (Z_p)1 

3n-1 a . 
= L -.!!L + 

j= 1 Zl 

+ nm + nm • 4n - 1 [ C C"'] 

m~ 1 (z - it (z + i)m 
(C2) 

Equations (C2) and (27) indicate that F 2N + 1 - FI involves 
three types of integrals (a = 0, p, and ± il: 

1m (a) = ~ 1. (z - a) - m[z(z _ pi] -112 dz, 
I jc 

m = 1,2, .... (C3) 

The first two integrals are zero (Laurent expansion), and 
1m (i) can be calculated by deforming the contour C so as to 
include apart from z = 0 and z = p also the mth-order pole at 
z = i. The integral along the deformed contour is zero, i.e., 

• 211" d m
-

I [Z(Z_p)]-I12/ 
1m (I) + = 0, (C4) 

(m - I)! dzm
-

I 
z=i 

which easily leads to ( 1m ( - i) = 1m (i)'" ] 

r 2N + 1 =rl +411" 

N 1 4n - I 1 

Xn~1 K 2n-1 m~t (m - I)! 

{
. dm-l[z(p_Z)]-1I2\ } 

XRe lCnm , 
dzm

-
I 

z=i 

(C5) 

where the main branch of the square root must be taken. 
Equations (C2) and (C5) defineF2N + I - F t in an algor­

ithmic way for arbitrary N, and can be the basis for symbolic 
computations. Our Eqs. (2Sb), (2Sc) were obtained by using 
the REDUCE system mentioned in Appendix B. 
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Coherent state theory of the noncom pact symplectic group 
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An extended coherent state theory is presented for the noncompact sp(3,R ) group which reveals a 
simple relationship between the sp(3,R ) algebra and its contracted u(3)-boson limit. The 
relationship is used to derive a remarkably accurate analytic expression for sp(3,R ) matrix 
elements for the generic lowest-weight representations. The expression is shown to be exact 
whenever the states involved are multiplicity free with respect to the u(3) subalgebra. It is further 
shown how exact matrix elements are easily calculated in general. Dyson and Holstein-Primakoff 
type u(3)-boson expansions are given. 

PACS numbers: 03.65.Fd, 02.20. + b, 21.60.Fw 

I. INTRODUCTION 

Coherent states are important for several reasons. Often 
a set of coherent states is isomorphic to some classical or 
semiclassical phase space; e.g., the classical phase space of 
Bargmann coherent states 1,2 or the semiclassical phase space 
of time-dependent Hartree-Fock theory.3 Thus coherent 
states facilitate classical or semiclassical descriptions of 
quantal systems. 

Coherent states also serve a useful function as generator 
states for the basis vectors of a representation space. In parti­
cular, techniques for using generator states to facilitate mi­
croscopic sp(3,R) model4 calculations of collective states 
have been developed by Filippov et al. s The analysis of this 
paper is very relevant to that program. 

Another important application of coherent states is to 
boson expansion theory (see Refs. 6 and 7 for reviews and 
lists of references). Boson expansions are useful because of 
the simplicity of the Weyl algebras and the fact that, in many 
important physical applications, it is sufficient to retain only 
the leading terms. In this way, one can formalize, and pro­
vide the corrections to, the familiar approximation of treat­
ing composite fermion systems, like a Cooper pair or a super­
position of particle-hole pairs, as bosons. 

Coherent state representations are also directly useful 
in their own right. For example, many problems are more 
simply executed in Bargmann (coherent state) space than in 
the more traditional Schrodinger Hilbert space (cf. Ref. 8, 
for example). 

In this paper, we construct a coherent state realization 
of the real symplectic group Sp(3,R) [sometimes called 
Sp(6,R )] and use it to obtain expressions for the matrix ele­
ments of the sp(3,R ) Lie algebra for all the lowest-weight 
representations, i.e., the discrete series with lower bound. 

Our coherent theory differs from that of Perelomov9 

and Onofri JO as follows: If 10) is a lowest weight state for a 
group G and He G is the little group, a Perelomov-Onofri 
coherent state Hilbert space is a space of holomorphic func­
tions on G / H. Thus, in essence, their coherent state repre­
sentations are induced from one-dimensional representa­
tions of a subgroup. In our approach, representations of 
Sp(n,R ) are induced from arbitrary representations of the 
maximal compact subgroup U(n). Thus our coherent state 
Hilbert space is isomorphic to a space of holomorphic vec­
tor-valued functions on Sp(n,R )/U(n) which take values in 

the given U(n) representation space. Our approach is there­
fore closely related to the theory of induced representa­
tions. II It also has much in common with the Sp(n,R ) repre­
sentation theory of Ref. 12. 

Whereas standard coherent state realizations naturally 
generate boson expansions,? our realization generates U(n)­
boson expansions which are more useful for calculating ma­
trix elements in an Sp(n,R pU(n) basis. In this paper, we 
restrict consideration, for simplicity, to n = 3. However, the 
extension to n > 3 is straightforward. 

The action of the sp(3,R ) algebra on N-particle Hilbert 
space is given by a standard realization4 of an sp(3,R ) basis 

N 

Aij = I b~i b~j' iJ= 1,2,3, 
n=l 

Bij = Ibnibnj , 
n 

where 

bin = ~ (Xin + a:
in

). 

b+ =_1 (x _~) 
In h In a '12 x in 

(1.1) 

(1.2) 

are Weyl boson operators. Thus it is apparent that one al­
ready has, in Eq. (1.1), a boson expansion for the sp(3,R) 
algebra. However, it is an uneconomical expansion involving 
3N distinct bosons. One can of course put N = 1. However, 
the resulting realization then admits only the relatively tri­
vial one-particle (!,~,!) and (M,~) representations. Further­
more, we are particularly interested in representations for 
large N. What is wanted, therefore, is a realization that is 
both economical in terms of the number ofbosons it invokes 
and that, at the same time, admits the generic (a l ,a2,a3 ) re­
presentations. 

In the large N limit (N;;:: 50), it has been shown that the 
sp(3,R ) algebra contracts to a simple u(3)-boson algebra 13 in 
which the Aij and Bij raising and lowering operators behave 
like single boson creation and annihilation operators, respec-
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tively. It was pointed out by Smirnovl4 that these boson lim­
its must surely be the first terms of a Dyson 15 or a Holstein­
Primakoffl6 expansion, corresponding to embeddings of 
sp(3,R) in the u(3)-boson enveloping algebra. We show that 
such expansions, in which pairs ofbosons behave to leading 
order like single bosons, are obtained directly from the co­
herent state realization. We recall that coherent states for a 
symplectic algebra were derived originally by Barut and Gir­
ardello 17 for the sp( 1,R ) algebra. They were constructed for 
the sp(2,R ) algebra by Mlodinow and Papanicolau 18 and 
used to obtain an N_ 00 contraction of sp(2,R ) with applica­
tions to the s-wave states of the helium molecule in mind. 
Deenen and Quesnel9 similarly analyzed the sp(3,R ) algebra 
and obtained a Barut type coherent state realization applica­
ble to 0 (N) invariant representations. They furthermore ob­
tained Dyson and Holstein-Primakoff boson expansions. 
Although too restrictive for our purpose, these papers pro­
vide a valuable background for the more ambitious objective 
of finding realizations that admit all the discrete series repre­
sentationsofsp(3,R ) with lower bound [i.e., all the lowest-lor 
highest-)weight representations], which are precisely the re­
presentations that are relevant in applications of the sp(3,R ) 
model4 to nuclear collective states. 

Our analysis was motivated, in part, by a recent pre­
print of Castafios et al.20 which gave analytic expressions for 
the matrix elements of sp(3,R ) for the (ul = U 2 = ( 3 ) repre­
sentations. The similarity between their expressions and re­
cently obtained matrix elements for the u(3)-boson algebra21 

suggested a closer relationship between the sp(3,R ) and u(3)­
boson algebras than was hitherto envisaged. This turned out 
to be the case and in a recent letter,22 it was shown that the 
results of Ref. 20 are a special case of a general analytic 
expression which gives exact matrix elements whenever the 
states involved are multiplicity free in an sp(3,R pu(3) clas­
sification. Furthermore, it was shown that, even when not 
exact, the analytic approximation to matrix elements is re­
markably accurate. The coherent state origin of the analytic 
expression is presented here and it is further shown how to 
calculate exact matrix elements in general. 

Note added in proof Following submission of this pa­
per, a preprint was received from Deenen and Quesne on a 
partially coherent state representation of the sp(N,R ) alge­
bras which has substantial overlap with this paper. They 
have also reproduced the analytic matrix elements of Cast­
anos et al. 20 using coherent state methods in a letter article 
[J. Deenen and C. Quesne, J. Phys. A: Math. Gen. 17, L405 
(1984)]. 
II. NOTATIONS AND MAJOR RESULTS 

In this section we summarize the results and in subse­
quent sections derive and enlarge on them. The basic result is 
a coherent state realization of the Sp(3,R ) algebra: 

r(Aij) = (Cz)ji + (Cz)ij - 4zij + (zVz)ij' 

r(Bij)=Vij, 

r(cij) = Cij + (zV)ij' (2.1) 

where (zij) is a 3 X 3 array of complex variables, Vi" is the 
differential operator ~ 

a 
Vij =(1 +Oij)-a ' (2.2) 

zij 
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and the (Cij) are a basis for an "intrinsic" u(3) algebra. Note 
that we use the matrix notation of Deenen and Quesne,19 
e.g., (Cz)ij = ~kCikZkj' etc. 

The elementary building blocks of this realization have 
a simple agebraic structure, viz., 

[V ij,zlk] = Oi/Ojk + OikOjl, 

[Cij'C1k ] = OjlCik - OikCIj, 

[CIj,ztd = [Cij,Vtd = 0. (2.3) 

Indeed, they are also components of a coherent state realiza­
tion of a u(3)-boson algebra, viz., 

y(at) = zij' 

y(aij) = Vij' 

y(Cij) = Cij + (zV)ij' (2.4) 

where at = aJ; and aij = aji are the boson operators of a six­
dimensional Weyl algebra 

(2.5) 

and 

(2.6) 

An sp(3,R ) lowest weight unirrepl2 is characterized by 
the u(3) quantum numbers u = (U I ,U2,U3) of its lowest weight 
state lu);i.e.,lu) satisfies 

Cji lu) = U i lu), 

Cijlu) =0, i<j, 

Bijlu) = 0, 

(2.7) 

for iJ = 1,2,3. The carrier space H~p for this representation 
is constructed by operating on the lowest weight state with 
all polynomials in the raising operators. 

A u(3)-boson unirrepl3 is likewise characterized by the 
u(3) quantum numbers u = (U I ,U2,U3) of its lowest weight 
state lu), which satisfies 

Cii lu) = U i lu), 

Cijlu) = 0, i<j, 

aijlu) =0, 

(2.8) 

for all iJ = 1,2,3. Note that we now use rounded kets, as 
opposed to angular kets, to distinguish u(3)-boson and 
sp(3,R ) states. 

A convenient V(3) coupled basis for the carrier space 
H~b of this representation is obtained by first combining the 
boson raising operators (at) into V(3) tensors X (n)(a t ) of rank 
n = (n l ,n2,n3 ). These tensors are then V(3)-coupled to the 
lowest weight state lu) to give an orthonormal basis of states 
of total V(3) symmetry cu = (CUI,CU2'CU3), with multiplicity p, 

lunpcua) = Nunpw (X(n)(a t )X lu))~, (2.9) 

where N unpw is a normalization constant and a indexes 
a basis for the V(3) unirrep cu. Since the (at) are themselves 
components of a (2,0,0) V(3) tensor, the construction of 
X(n)(a t ) is standard. Its lowest-weight component, for exam­
ple, is given explicitly by 

at I (n, - n,)12 12 

ai2 
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An orthonormal basis for lEI:p will later be defined im­
plicitly by a mapping lEI~b-lEI:P' From the two isomor­
phisms (2.1) and (2.4), one immediately infers the Dyson type 
realization of sp(3,R ) 

D(Aij) = (Cat)ij + (Cat)ji - 4aij + (ataat)ij' 

D(Bij)=aij' 

D(Cij) = Cij + (ata)ij' (2.11) 

which is manifestly nonunitary. The nonunitarity arises be­
cause, whereas the coherent state realization r is unitary 
with respect to the Sp(3,R ) measure, it is not unitary with 
respect to the U(3)-boson measure. Thus, to obtain a unitary 
action of Sp(3,R) on the U(3)-boson space, one must take 
account of the change of measure. 

It will be shown that there exists a Hermitian positive 
definite U(3)-scalar operator K that transfonns r into a uni­
tary realization r, with respect to the U(3)-boson measure, 
with 

r(Aij) =K-Ir(Aij)K = KZijK-I, 

r(Bij) =K-Ir(Bij)K = K-IVijK, 

y(Cij) = K-Ir(Cjj)K = Cij + (zV)ij' (2.12) 

The slight abuse of notation of using the same symbol r to 
denote both a realization of Sp(3,R ) and of the U(3)-boson 
algebra [Eq. (2.4)] will be convenient and unambiguous. 

The determination of K is greatly facilitated by the ob­
servation of the identity 

r(Aij) = [A,zij]' (2.13) 

where A is the U(3) invariant 

A = WC + zV)(C + 2V)] - !tr(zVzV) - tr(zV). 

(2.14) 

Together, Eqs. (2.12) and (2.13) imply 

[A,zij] =K2ZijK- 2
• (2.15) 

This expression is particularly useful because A is diagonal 
in the basis (2.9) with eigenvalues 

n (ernw) = ~ 2. [2cv~ - nT + 8(wj - ni ) - 2i(2wi - ni )]· 
4 i 

(2.16) 

Equation (2.15) implies 

~ tr(zz) = tr([A,z]KZZ), (2.17) 

which generates recursion relations for the matrix elements 
of K which are easily solved. 

Since K is a U(3) scalar, it has nonvanishing matrix ele­
ments only between basis states, (2.9), of the same wa. Thus, 
states which are unambiguously identified by wa are neces­
sarily eigenstates of K. We shall refer to such states as "sim­
pie." One infers that matrix elements of riA ij) between sim­
ple states are given by 

(w'a' Ir(Aij Jlwa) = (n (w') - n (wW1Z(w'a'lzij Iwa), (2.18) 

where we now suppress all but the U(3) labels wa ofthe 
states to emphasize the restriction of this equation to simple 
states. From Eq. (2.18), one immediately infers a correspond­
ing relationship between sp(3,R ) matrix elements in lEI:p and 
U(3)-boson matrix elements in lIlI~b 
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(w/IIA IIw) = (n (w') - n (wW /2(w'lIat llw). (2.19) 

Matrix elements for the sp(3,R ) lowering operators are ob­
tained from (2.19) by the general relationship 

(ernpwllB Ilern'p/w') 

= (- l)"-+J.L+"-' +1L'[dim(A 'fL')/dim(Ap)] 1/2 

X (ern'p/ w'IIA lIernpw)·, (2,20) 

where 

dim(AfL) = !(A + 1)(,u + I)(A + 11 + 2) (2.21) 

is the dimension of the SU(3) representation (AI1) and 

(2.22) 

etc. The matrix elements of the u(3) operators (Cij) are well­
known. 

We recall that the matrix elements of the u(3)-boson 
algebra are known and are given, in Ref. 21, by 

(ern/p' w' Iia tllernpw) 

= (-IJ"-'+J.L'-"--1L 

XU ((AoPa)(AnfLn)(A '11')(20);(AI1)P(A ~11~ )P') 

X (n'llatlln), 

where U is an SU(3) Racah coefficient, 

Aa = er l - erz, flO' = erz - er3, 

An = n l - nz, I1n = nz - n3, 

etc., and 

(nl + 4)(nl - n2 + 2)(nl - n3 + 3) 

(nl - nz + 3)(nl - n3 + 4) 

+ [(nz + 3)(nl - n2)(n2 - n3 + 2)] 1/2 

(nl - n2 - l)(n2 - n3 + 3) 

+ [(n3 + 2)(n2 - n3)(n l - n3 + 1)] 112 

(n t - n3 )(n2 - n3 - 1) 

(2.23) 

(2.24) 

(2.25) 

Thus Eq, (2.19) gives analytic expressions for all the 
matrix elements of the sp( 3,R ) algebra between simple states 
for any sp(3,R ) unirrep (erl ,er2,er3). For representations with 
er1 = er2 = er3 , all basis states are simple and the analytic ex­
pressions obtained are then identical to those given by Cas­
tanos et al.20 for this special case. 

For nonsimple states, the matrix elements are obtained 
from Eq. (2.12) in the form 

(iw/IIA Il/w) = 2.Kij(w')(jw/llat llkw)K ki I(W), (2.26) 
j,k 

and can be evaluated following the solution of some simple 
recursion equations to obtain the elements of K(W) for each w, 

A neglect of the off-diagonal elements of K, with respect 
to the basis (2.9), gives the approximate analytic expression 
for sp(3,R ) matrix elements 
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(un'p'w'IIA IIunpw) 

~(n (un'w') - n (unw))1I2(un'p'w'IIatllunpw). 

(2.27) 

It has been shown22 that this expression gives remarkably 
accurate results particularly for large u. The reason is ex­
plained in Sec. VII, where it is shown that the approximate 
matrix elements (2.27) correspond to the approximation 

r (Aij)~A 1/2
• Zij' 

r (Bij)~V ij.A 1/2, (2.28) 

r (Cij) = Cij + (zV)ij, 

where An. Z and V·A n are defined for integer n by 

A n·z= [A,A n-I· z ], A·z= [A,z], 

(2.29) 

V·A n = [V.A n - I,A]' V·A = [V,A ], 

and A 1/2. Z and V·A 1/2 are extensions of these definitions to 
n = 1. It is shown that the approximation (2.28) is accurate 
up to terms of order [(,10" +,uu)l2ut. In particular, it is 
exact for ,10" =,ua = O. 

Finally, note that the replacement zij~ij,V ij~ij in 
Eq. (2.12) induces a unitary Holstein-Primakoff type real­
ization of sp(3,R ) in terms of the u(3)-boson algebra. It is 
given explicitly in Sec. VII for representations containing 
only simple states, e.g., U I = u2 = u3• In general, the leading 
terms of the Holstein-Primakoff expansion are given by 

P(Aij) = ffCiaij + !ffCi{(Cat)ij + (Cat)ji 

- (2u + 4)aij + (ataat)ij} + ... , 
P(Bij) = ffCiaij + !ffCi{(aC)ij + (aC)j, 

- (2u + 4)aij + (aata)ij} + "', 
P(Cij) = Cij + (ata)ij' (2.30) 

where u = (u l , + U 2 + ( 3)13. Dropping the second­
and higher-order terms of P(Aij) and P(Bij) gives precisely 
the result obtained previously by a contraction of sp(3,R ) to 
the semidirect sum u(3)-boson algebra. Thus the Holstein­
Primakoff expansion gives the higher-order corrections to 
that contraction limit. 

III. COHERENT STATE REALIZATIONS OF U(3) AND 
GL(3,q 

Consider a unirrep U ofU(3) on N-partic1e state space, 
for example. This representation naturally extends to a non­
unitary representation TofGL(3,C) by the standard process 
of complexification. 

Let lu) be any fixed state in the representation space, 
e.g., the lowest weight state. Then any state 1'/1) in the space 
can be represented as a coherent state wave function on 
GL(3,C)by 

¢(g)= (gl'/l)=(uIT(g)I¢>, (3.1) 

where 

Ig) = T(gt)lu), gEGL(3,C). (3.2) 

A representation r of GL(3,C) is now defined by 

[r(a)¢] = ¢(ga). (3.3) 

Evidently ris isomorphic to T. However, rreplaces what is 
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generally a complicated realization in turns of functions of 
many-particle coordinates by much simpler and known 
functions. More important, it is a vital first step in proceed­
ing to sp(3,R ) coherent states. 

To obtain the explicit realization r (X) of an element X 
in the gl(3,C) algebra, first expand 

X=IXijEij, 
ij 

where Eij is the 3 X 3 matrix with lk element 

EYk = D; D'k' 

(3.4) 

(3.5) 
Then, putting a = exp(X) and replacing ga in Eq. (3.3) by 

g(X) = g exp(X), (3.6) 

we obtain 

r(Eij)'/I(g) = ~'/I(g(X)) I 
oXij x=o 

= I Oglk(X) I 0'/1 (g), 
Ik oXij x=o Oglk 

(3.7) 

giving 

o 
F(Eij) = D" -. (3.8) 

I oglj 

To simplify subsequent expressions, we define Cij by 

Cij(gl'/l) = (gICijl'/l). (3.9) 

With this definition 

a N 
Cij = D" -a + Dij-2 . 

I 'glj 
(3.10) 

If lu) is now chosen to be the lowest weight state for a U(3) 
representation u = (U I,U2,U3)' then its coherent state wave 
function 

XIO"I(g) = (glu) (3.11) 

must, by definition, satisfy 

CijX 10"1(g) = 0, i <j, 

CuXIO"I(g) = u,X1al(g). (3.12) 

These equations have the well-known solution 

XIO"I(g) = (g11j"I-O",lgl1gI2/
u
'-0"3(detgj"3. (3.13) 

g21g22 
Note that the normalization is correct because 

XO"(g = I) = (ulu) = 1. (3.14) 

The overlap integral for different coherent states is also 
obtained immediately. From the definition, it foIlows that 

(g'lg) = (uIT(g')T(gt)lu) = (uIT(g'gt)lu), (3.15) 

giving 

(3.16) 

The inner product (¢1,¢2) can be defined in several ways 
to satisfy the fundamental requirement 

(3.17) 

One way is to identify the wave functions with Bargmann 
wave functions2 and hence employ the Bargmann measure 
to give 
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(3.18) 
iJ 

Another possibility is to follow Perelomov9 and note that the 
operator 

K = f U(gt) 10-) (uIU(g)dv(g), 
)U(3) 

(3.19) 

with the integral restricted tog EU(3) and withdv(g) the U(3) 
invariant measure, satisfies the equation 

U(a)K = KU(a), aEU(3). (3.20) 

Hence, by Schur's lemma, it is a multiple of the identity. 
Inserting K between states, (I/IIIK 11/12)' gives the inner pro­
duct 

with 

k - I = f IX (17)(g) 12 dv(g). 
)U(3) 

(3.21) 

(3.22) 

Both of the above inner products, by construction, must give 
the same overlaps for all states in the representation space. 
Furthermore, since they are defined independently of a par­
ticular representation (apart from the constant k ) they must 
be valid and equivalent (up to the explicit value of k ) for all 
(UI,U2,U3)' Other inner products presumably exist that are 
only applicable to a particular representation or to some sub­
set of representations. However, in what follows, the explicit 
form of the inner product is not needed. 

The above construction evidently extends to U(n) and 
GL(n,C) for any integer n. 

IV. COHERENT STATE REALIZATION OF sp(3,R) 

The sp(3,R ) lowest weight state lu) defined by Eq. (2.7), 
is evidently also a U(3) lowest weight state. We can therefore 
extend the U(3) [also GL(3,C)] coherent states ofEq. (3.2) to 
sp(3,R) by 

Iz,g) = exp(~ 2:ztAij)lg), 
2 ij 

(4.1) 

where zij = zji is a 3 X 3 symmetric array of complex 
numbers. Thus we obtain the coherent state wave function 

tJ!(z,g) = (z,gll/l) (4.2) 

corresponding to any state 11/1) in the sp(3,R ) representation 
space. 

The coherent state realization of a step-down operator 
Bij is inferred immediately from the identity 

(z,gIBijll/l) = V ij(z,gll{l'). (4.3) 

Writing 

with 

1 
X = -2 2;,zijBij' 

1J 

and using the expansion 
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(4.4) 

?Clje- X = Clj + [X,Clj] 

=Cij + (zB)ij' 

we obtain, with Eqs. (3.10) and (4.3), 

(z,gl Clj 11/1) = (Cij + (zV)ij )(z,gll/l). 

Similarly, one finds that 

(z,gIAlj 11/1) 

(4.6) 

(4.7) 

= ((Cz)ij + (Cz)ji + ~ZilZjk V1k ) (z,gl 1/1 ). (4.8) 

Thus we obtain the coherent state realization r given in Eq. 
(2.1). 

The volume element can be found for the special case 
(ul = U 2 = U 3 = u), using the techniques of Dobaczewski. 7 

The lowest weight state, in this case, being SU(3) invariant, 
we can suppress the dependence of the wave functions on 
gEGL(3,C) and simplify the coherent state wave functions to 

tJ!(z) = (u1exp( ~ ~ZijBij)i 1/1). (4.9) 

We find the inner product 

(1/1111/12 ) = k f~ I tP'r(Z)tJ!2(Z) det(! - zz*r - 4 d 2Z, (4.10) 

where 

k- I = f~ldet(!-zz*r-4d2z, (4.11) 

d 2z= rr-l-dzij dzt, (4.12) 
i<j 1 + olj 

and the integrations are over the domain - 1.;;; IZij 12 < 1. 
We have not succeeded in finding the sp(3,R ) measure 

for the generic (U I'o"2'U3) case. However, we have succeeded 
in finding inner products that avoid its use and which are 
more useful as a consequence. 

An sp(3,R) state 11/11) can be expanded 

(4.13) 
a 

where (P ~) are polynomials and a indexes a basis of U(3) 
states for the u = (UI ,U2,U3 ) representation. It follows that 

(1/1111/12 ) = ~J(ualz,g)(z,gIP~(B)11/I2)dVs(z,g), (4.14) 

where dvs is the unknown sp(3,R ) measure. Now it is clear 
that 

(ualz,g) = (ualz = O,g)=(ualg)· 

Therefore we have the inner product 

(1/1111/12 ) = ~f(ualg)[p~(V)(z,g11/l2)]z~o dv(g), 

(4.15) 
where dv(g) is the U(3) measure (cf. Sec. III). 

An equivalent inner product, which employs the U(3)­
boson measure, is further obtained by introducing the U(3)­
boson counterpart to 11/11) 

(4.16) 
a 

Then, since 
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(ualg)=(ualg), (4.17) 

Eq. (4.15) can be augmented to the fully integral form 

(IJII I1JI2 ) = J J(tPllz,g)(z,g11Jl2)dJl(Z)dV(g), (4.18) 

where 

dJl(z)=exp(-~I.lzijI2)II1 18dZijdzt (4.19) 
2 lj Iq + IJ 

is the Bargmann measure. 
In what follows, however, we shall not need the explicit 

form of the inner product. 
Note that, from the definition (4.2), sp(3,R ) coherent 

state wave functions are holomorphic functions of z and g. 
Furthermore, since the U(3) coherent states are isomorphic 
to vectors in the original U(3) representation space, it follows 
that the sp(3,R ) wave functions are isomorphic to holomor­
phic vector-valued functions of just the six Z variables with 
vector values in the U(3) representation space. 

V. CHANGE OF MEASURE 

It was noted in Sec. II that whereas the realization F of 
sp(3,R ), given by Eq. (2.1), is unitary with respect to the 
sp(3,R ) coherent state measure, it is not unitary with respect 
to the U(3)-boson measure. Consequently, the induced Dy­
son realization (2.11) is likewise nonunitary. To obtain a uni­
tary Holstein-Primakoff realization, we need to make a 
transformation of F to take account of the different sp(3,R ) 
and U(3)-boson measures. 

Let V~p denote the Hilbert space of coherent state wave 
functions with inner product defined by the sp(3,R ) measure 
and let V~b denote the corresponding Hilbert space with 
respect to the U(3)-boson measure. Let 

(5.1) 

transform an orthonormal basis for V~b into an orthonor­
mal basis for V~P' such that the U(3) symmetry of states is 
conserved, i.e., 

(5.2) 

Theorem: If K is the positive Hermitian square root of 
KKt, i.e., 

~ = KKt, K = Kt, (5.3) 

where Hermitian adjoints are defined with respect to the 
U(3)-boson measure, then y, defined by 

y (X) = K-IF(X) K, X E sp(3,R), (5.4) 

is a unitary realization of sp(3,R ). 
Proof First observe that for X, YE sp(3,R ), 

[y(X),y(Y)] =K-I[F(X),F(Y)]K. (5.5) 

Since F is a realization of sp(3,R ), it follows that 

rF(X),F(Y)] = F([X,Y]), 

and hence 

[y(X),y(Y)] = y([X,Y]). 

Thus Y is a realization. Next observe that y, defined by 

(5.6) 

(5.7) 

y(X) = K -IF (X)K, XE sp(3,R ), (5.8) 
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is a unitary realization, by construction, implying that 

Y (Aij) = r (Bij)t. (5.9) 

Now 

F(Bij)t = zij (5.10) 

[with respect to the U(3)-boson measure]. Therefore Eq. (5.8) 
implies 

F(Aij) =KKtzu(KKt)-1 =K2ZijK- 2. (5.11) 

Thus, from the definition (5.4) of y and the fact that K and 
henceKKt commutewithF(C),weobtainEq. (2. 12)fory(X), 
which is manifestly unitary. 

VI. sp (3,R) MATRIX ELEMENTS 

Matrix elements in V~b of y (x), x E U(3)-boson, are by 
the coherent state isomorphism (2.4) identical to the corre­
sponding matrix elements of x in H~b' which are known. 
Thus, if we determine the matrix elements of K, we can, by 
Eq. (2.12), deduce the matrix elements in V~b of y(X), 
XE sp(3,R). These in tum, again by isomorphism, can be 
identified with matrix elements in H~p of Xby which identifi­
cation we implicitly define a basis for H~p. The outstanding 
problem then is to determine K. 

The basis (2.9) defines a decomposition of the coherent 
state space into a direct sum ofU(3) invariant subspaces 

V " ~ V"W ~ V"iw 
ub =~ ub =~ uh' 

W W,I 

(6.1) 

where i = (np) indexes the multiplicity of U(3) unirreps w 
contained in V~;:. Since the operator K, by definition, is U(3) 
invariant, it follows that V~;;' is K invariant. Thus the decom­
position (6.1) block-diagonalizes K. The calculation of K is 
thereby reduced to a set of calculations for [K(W) J, where K(W) 
is the restriction of K to V~;:. 

Now in the decomposition (6.1), many U(3) representa­
tions ware multiplicity f1'ee. For example, the lowest weight 
state u and the second weight states (2,0,0) X u are always 
multiplicity free. We shall call such states and such represen­
tations "simple." 

Theorem: If W is simple then K(W) is a multiple of the 
identity Iw on V~;;', i.e., 

K(W) = k(w)Iw' (6.2) 

Proof The proof follows immediately from Schur's 
lemma and the fact that, if w is simple, V~;: carries an irredu­
cible U(3) representation. 

Thus, when w is simple, the evaluation of K(W) reduces 
to the evaluation of the single number k (w). A simple exten­
sion of this argument shows that, if w has multiplicity n, then 
K(W) is defined by an n X n Hermitian matrix. 

The matrix elements of K(W) are easily derived starting 
from the identity F(Aij) = [A,zij]' with A given by Eq. 
(2.14). This identity is easily proved by direct evaluation of 
the commutator using the Eqs. (2.3), from which one derives, 
for example, 

[(ZV)ij,zlk] = 8j1Zik + 8jkzj/. (6.3) 

From Eq. (5.11), one then obtains the fundamental equation 

[A,zij] = ~ZijK-2. (6.4) 
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TABLE I. fl (CTnw) and K(W)/K(U) for some U(3) representations W con­
tained in the sp(3,R ) unirrep (20,13,10). 

Index n W fl(unw) K(W)/K(U) 

(0,0,0) (20,13,10) 36' 1 

2 (2,0,0) (22,13,10) 76~ 40 
3 (2,0,0) (21,14,10) 67j 31 
4 (2,0,0) (20,15,10) 6O' 1 24 

8,1 (2,2,0) (22,15,10) 101' 1 ( 1014 - 2fiIO) 
8,2 (4,0,0) (22,15,10) 98~ - 2fiIO 940 

Thus, since A is diagonal in the U(3)-boson basis (2.9), Eq. 
(6.4) gives 

(0"' n'p' UJ') 11~(UJ')zK - 2(UJ) I100npUJ) 

= (n (O"n'UJ') - n (O"nUJ))(O"n'p'UJ'llzIIO"npUJ), (6.5) 

where the matrix elements are SU(3)-reduced matrix ele­
ments in V~b' 

It follows that, if UJ and UJ' are both simple, 

k (UJ') 1/2 
-- = W (O"n'UJ') - n (O"nUJ)) , (6.6) 
k (UJ) 

giving immediately the expression (2.18) for the matrix 
elements of y(Aij) = KZijK- 1 between simple states. Hence we 
derive the analytic expression (2.19) for matrix elements of 
the sp(3,R ) algebra between simple states. 

In general, from Eq. (2.17), we derive the recursion rela-
tion 

(iUJI~VUJ) 

= _1_. I [n (iUJ) - n (kUJ')l(kUJ'I~I/UJ') 
Nfj) k/w'{j 

X (iUJllatllkUJ'){jfjUJllatIIIUJ')!, (6.7) 

where 

Nfj) = IfjUJI4a ki VUJ) = In/fj), 
ik I 

for the matrix elements of ~(UJ) which are easily solved at 
each weight starting from the lowest. 

If we neglect the off-diagonal elements of K2(UJ), then Eq. 
(6.5) gives the approximate expression 

Kjj(UJ') g;;(n (iUJ') - n (/UJW/2, (6.8) 
KI/(UJ) 

and hence the approximate sp(3,R ) matrix elements of Eq. 
(2.27). 

The procedure is illustrated in Tables I and II which 
give some matrix elements for the representation 
0" = (20,13,10) [i.e., the representation No()"rJlo) = 43(7,3) in 
a U(l) XSU(3) classification] calculated with a hand calcula­
tor using the above expressions. The exact matrix elements 
for simple states are obtained quite trivially from the known 
boson matrix elements, listed in Table II. As shown in Table 
I, the UJ = (22,15,10) states have a twofold multiplicity and 
one must evaluate the expressions given by Eq. (6.7), for the 
matrix elements of K2(UJ). The result is given in Table I and 
used to calculate the exact matrix elements given in Table II, 
from the expression (2.26). 

The matrix elements given in Table II under "improved 
approximation" were calculated directly using Eq. (2.27). 
One confirms that they are precise for simple states and, as 
expected from previous comparisons with numerically com­
puted sp(3,R ) matrix elements,22 they are accurate for the 
representation in question to -0.1 %. For large (0"1,0"2,0"3)' 

such as occur in the application of the sp(3,R ) model to rare­
earth rotational nuclei, they are more accurate. For exam­
ple, for the representation No(l..rJlo) = 733(82,0) used to de­
scribe rotational states in 154Sm, the approximate analytic 
expression (2.27) gave matrix elements accurate to two parts 
in 106

, which is more than sufficient for most conceivable 
practical applications. For smaller 1..0 and larger No = 30", 
the results are still more accurate. 

VII. AN APPROXIMATE REALIZATION OF sp(3,R) AND A 
HOLSTEIN-PRIMAKOFF EXPANSION 

A simple algorithm was given in Sec. VI for the compu­
tation of the matrix elements of the Hermitian operator K, 

which appears in the expression (2.12) for the realization r of 
sp(3,R ). It would be very useful to obtain an explicit realiza­
tion for K. The fact that we obtain exact analytic matrix ele­
ments for the representation 0"1 = 0"2 = 0"3 suggests that, for 
such representations, it should be possible. This is indeed the 
case, as we now show. Furthermore, the fact that accurate 
approximate matrix elements are given by an analytic 
expression in the general case suggests a corresponding ap­
proximate realization of K, which we also find. 

First observe that if we define A "·z and V·A n by Eq. 

TABLE II. Comparison of approximate (analytic) and exact sp(3,R ) matrix elements evaluated for the (20,13,10) representation by the method described in 
the text. 

j (illatll/l 

2 
3 -I 
4 I 

8,1 2 .J576 
8,1 3 J273 
8,1 4 .jf72 
8,2 2 J7/36 
8,3 3 - J80/63 

8,4 4 ~15/28 
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u(3)-boson 
approximation 
J86/3 = 5.541 

- J86/3 = - 5.541 
J86/3 = 5.541 

J215/9 = 4.888 
JI72/9 = 4.371 

J43/3 = 3.786 
J301/54 = 2.361 

- ~6880/189 
= - 6.033 

~215/14 = 3.919 

improved 
approximation 
~= 6.3245 

- fIT = - 5.5678 
.J24 = 4.8990 

J125/6 = 4.5644 
J68/3 = 4.7610 
J41/2 = 4.5277 
~77/18 = 2.0683 

- ~2480/63 
= - 6.2742 

~285/14 = 4.5119 

exact 

~= 6.3245 
- fIT = - 5.5678 

.J24 = 4.8990 
4.5634 
4.7631 
4.5264 
2.0704 

- 6.2725 
4.5132 
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(2.29) then, from Eq. (2.15) and its Hermitian adjoint, we 
obtain 

A,zij =K-ZijK- 2
, Vij.A =K- 2VijK-. (7.1) 

Thus, if, as in the derivation of the approximate expres­
sion (2.27) for sp(3,R ) matrix elements, we assume that A and 
K are simultaneously diagonal and hence commute, we ob­
tain 

An. Zij = K-nZijK - 2n, V ij.A n = K - 2nV ijK-n. (7.2) 

If we then formally extend the definition (2.29) to half-in­
teger n, we obtain, with the approximation [A,K]~O, 

A 1/2 -I '1"7 A 1/2_ -1'1"7 
'Zij~KZijK 'Vij' =K vijK, 

and hence Eq. (2.28). 
To define A 112, note that we may write 

A =Ao+AI' 
Ao = jtr(C)tr(zV), 

Al =A -Ao· 
Within a representation (0"1,U2,U3)' 

Ao' zij = 2uzij' 

(7.3) 

(7.4) 

Thus we may equate Ao with the operator 2u/, where / is the 
identity. Hence we define 

A 1/2 = (Ao + A dl
/
2 =.J2(i ktJ 1~2](2U)_kA ~, 

(7.5) 
which is meaningful whenever the series is convergent. From 
the expression (2.16) for the eigenvalues of A , we deduce that 
matrix elements of 

A ~.zij and V ij.A ~, 

between low weight states, are of order of magnitude 
(ACT + IlCT)\ where ACT and IlCT are given by Eq. (2.24). Thus, 
the series is well-defined for (ACT + IlCT)<2u. 

The extent to which this approximate realization satis­
fies the sp(3,R ) commutation relations is a measure of its 
accuracy. As shown in the Appendix, 

[V ij.A 1/2.A 1/2. Zlk ] 

= y([Bij,Ald) - [1/8(2u)3]x~) + "', 
[A 1I2. Zij .A 1/2. Z1k ] 

= y([Aij,Ald) 

_ [1/8(2u)3] (Yb4
) + 2y\3) + Y?)) + "', 

where 

y~m) = [zij.A ;",zld·A 7. 

(7.6) 

(7.7) 

The commutation relations of A 1/2. Zij and V ij.A 1/2 with 
y (Clk ) are exactly satisfied. Since the matrix elements of 
A 1/2. zij and V ij.A 1/2 are each of order.J2(i, it follows that, 
these approximations for y(Aij) and y(Bij)' respectively, are in 
error by a factor of order [(Au +IlCT)l2ut· We note too 
that, when U I = U2 = U3 (i.e., ACT = IlCT = 0), A commutes 
precisely with K and the approximation becomes exact. 

Finally, to obtain the generic Holstein-Primakoff real­
ization, one must make the substitution zij--+aij,V ij--+aij in 
the expressions for y(X), XE sp(3,R ). Since the approximate 
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expression (2.28) is accurate to fourth order, it clearly gener­
ates the first three terms of the expansion correctly. The first 
twotermsaregiveninEq. (2.30). Fortheul = u2 = u3 repre­
sentations, Eq. (2.28) generates precisely the infinite Hol­
stein-Primakoff expansion. 

VIII. CONCLUDING REMARKS 

The coherent state realization ofthe sp(3,R ) algebra has 
proved to be remarkably powerful. However, its utility ap­
pears not to be so much in providing a Hilbert space, like 
Bargmann space, in which calculations are simplified, as in 
providing an intermediary step towards finding the relation­
ship between the sp(3,R ) and the simpler u(3 )-boson algebras. 
As a result we have been able to discover analytic expres­
sions for the sp(3,R ) matrix elements that are exact between 
simple states and remarkably accurate generally. This is a 
result of considerable interest which saves substantial com­
puter time in sp(3,R ) model calculations23 by obviating the 
numerical methods used previously.24.21 

It is of interest to note that our coherent state represen­
tations are similar to, but of a different type than, those em­
ployed in the previous works on the subject. 17-19 Deenen and 
Quesne,19 for example, found for the special case 
(ul = U 2 = U 3 = N 12), the realization of the sp(3,R ) algebra 

Q(Aij)=wij, 

Q (Bij) = N£J.ij - 4£J. ij + (£J.w£J. )u' 

Q(Cij) = (N 12)8ij + (w£J. )ij' 

(8.1) 

where £J.ij = (I + 8ij)a;awij' This realization was obtained, 
following Barut and Girardello, 17 by a change of variables 

N 

wij = I xinxjn ' 
n=l 

(8.2) 

from the standard Bargmann coherent state realization2 

(8.3) 
n 

It is sometimes called a Barut realization. One notes that the 
Barut realization is evidently isomorphic to ours for the spe­
cial case (u1 = U2 = U3 = N /2) in which Cij---+DijN 12. How­
ever, the differences are interesting. As Deenen and Quesne 
showed, their (Barut) coherent states are eigenstates of the 
Bij lowering operators. In contrast, our coherent states are 
translates of the lowest weight state by the group action, in 
accord with the definitions of Perelomov9 and Onofrio 10 For 
the Bargmann coherent states of the Weyl algebra,2 the two 
definitions are, of course, equivalent but they extend differ­
ently to more complicated groups. It seems rather remarka­
ble, though, that the two distinct definitions of coherent 
states should result in such transparently isomorphic results, 
even for the special case (u I = U 2 = u3 ). It would be very 
interesting therefore to see if this correspondence extends to 
the generic representations and to other groups. 

In conclusion, we note another interesting characteris­
tic. Whereas the coherent state theory for the noncompact 
sp(3,R ) group has some complications over that for a com­
pact group, it also has some extra nice features. In particular, 
the (coherent state related) boson expansions for a compact 
Lie algebra must be restricted to what is sometimes called 
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the "physical subspace."6 For example, in the bosonization 
of the SO(2N) fermion pair algebra,7 one must restrict the 
bosons to the image of states accessible to fermions obeying 
the Pauli exclusion principle. In contrast, the generic (u3 > 3) 
U(3)-boson representation spaces are isomorphic to those of 
sp(3,R ). Thus they contain no spurious "nonphysical" states. 
A consequence of this is that the Holstein-Primakoff real­
ization of the sp(3,R ) algebra is manifestly Hermitian where­
as in general, as observed by Dobaczewski,7 the Holstein­
Primakoff realization is Hermitian only on the physical sub­
space. 

Further applications of these techniques will be given in 
a paper (with B. G. Wybourne and P. H. Butler) to follow. 

APPENDIX: ERROR ANALYSIS 
The objective is to show, by proving Eq. (7.6), that the 

approximate realization (2.28) of the sp(3,R ) algebra satisfies 
the sp(3,R) commutation relations up to terms of order 
[(Aa +,ua)l2ut· 

From the definition (7.5) of A 1/2
, it follows that 

Vij·A 1/2=j2(im~oC~2}2U)-mFI,jI, (AI) 

A 1/2'Zlk = j2(in~JI~2)(2U)-nG\ZI, 
where 

FI,jI = Vij.A '[', 

G\ZI =A 7'Zlk' 

(A2) 

(A3) 

(A4) 

In expanding the commutator [Vij·A 1/2,A 1/2.Zlk ), terms 
are encountered of the type 

x lm.nl = [Flml Glnl] 
I}' lk • 

Now, from the Jacobi identity, 

[F lmIGlnl] - [F m - I Gln+ll] ij' Ik - ij , Ik 

+ [[ FI,j -II,G\ZI],A d, 
which by repeated use leads to the equation 

m 
x1m,nl = xlO,m + nl + I [X 1m - k,n + k - II,A 1]' 

k~1 

Repeated use of Eq, (A 7) then leads to the expression 

xlm,nl = I (m) x~m+n-kl, 
k~O k 

where X ~ml is defined by 

x~mL = [x~ml,A d, Xbml = xIO,ml. 

Since 

(AS) 

(A6) 

(A7) 

(A8) 

(A9) 

[V ij,A 1/2.G\ZI] = j2(i m~oC~2) (2u) - mxlO,m + nl, 

(AlO) 

it follows from Eqs. (AI) and (A8) that 

[V ij.A 1/2,G\ZI] = [V ij,A I12.G\ZI] 

Hence we obtain 
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(All) 

[Vij.A 1/2,A 1/2'Zld 

= [Vij,A'Zld + 2u~ k~IC~2)C~2)(~) 
X (2u) - 1m + niX ~m + n - k I, (A12) 

Now the first term on the rhs is just F ( [ B ij,A Ik ) ) which by 
Eq. (2,12) is equal to r( [Bij,Alk )). Hence 

[V,j.A 1/2,A 1/2.Zlk ) 

m (1!2)(1!2)(m) =r([Bij,Alk)) +2U~k~1 m n k 

(A13) 

Thus the second term on the rhs is a measure of the error in 
the approximation 

r(Bij)~Vij-A 1/2, r(Ald~A 1/2. Zlk . (A14) 

An order by order evaluation of this error term, in in­
verse powers of 2u, reveals that the first three terms vanish 
identically, which is why the approximation is so accurate. 
The fourth-order correction term is given in Eq. (7.6). 

The commutator [A 1/2.Zij ,A 1/2.Zlk ) is evaluated in a 
similar way. The commutator 

ylm.nl = [GI,jI,G\ZI] (AlS) 

is shown to satisfy the equation 

y Im,nl = ( _ l)m I (m)y~m + n - kl, 

k=O k 
(A16) 

with nml defined by 

y~"11 = [y~ml,A I] nml = yIO.ml, (A17) 

Thus, in parallel with the derivation ofEq. (A13), we obtain 

[A 1/2. Zij,A 1/2. Zlk) 

X(2U)-lm+n) y~m+n-kl, (A18) 

In evaluating the rhs, it is important to use the identity 

[A'Zij,A'Zld =F([Aij,Alk)) =0, 

which implies the relationship 

(A19) 

yl21 + nil = 0. (A20) 

An order by order evaluation of the rhs of Eq. (A18) then 
reveals that the first three terms vanish identically. The 
fourth-order term is given in Eq. (7.6) 

Note that for a representation of the type 
(u l = U2 = U3 = u), in which the u(3) operators reduce to 

r(Cij) = DijuJ + (zV)ij' (A21) 

where lis the identity, all the correction terms in the expan­
sions (A13) and (A18) vanish and the approximations (2,28) 
become exact. 
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From the scattering data one finds the support function or the principal curvatures of the surface 
of a reflecting obstacle. From either of these data the surface is effectively reconstructed. 

PACS numbers: 03.80. + r 

I. INTRODUCTION 

Let D be a bounded domain (an obstacle) with a smooth 
boundary r, and n = R 3\D be the exterior domain. It is 
well known (see, e.g. Ref. 1) that the scattering amplitudef 
for the problem 

(V2 + k 2)U = 0 in r, k> 0, (1) 

U =0 on r, 
u = exp(ik (v,x)] + v, 

exp(ikr) f( k ) 
v~ n,v, 

r 
as Ixl = r-+oo, 

x 
-=n, 
r 

(2) 

(3) 

(4) 

in the high-frequency (k-+oo) approximation determines the 
Gaussian curvature K of r. 

It was shown in Ref. 1 (see also Ref. 2) thatf determines 
the support function a(/) of r explicitly and the parametric 
equations of rare 

Ba(/) . 
x· = - --, J= 1,2,3. (5) 

J Ba. 
J 

Here I = (a l,a2,a3) is a unit vector of normal to rat the point 
SO' which is uniquely determined by v and n if r is strictly 
convex. Namely, 1= (n - v)lln - vi and So is the point at 
which the expression (/,s) is stationary on r +, where r + is 
the illuminated part of r. The function a(/) was defined in 
Ref. 2 as a(1 ) = - maxSEr + (/,s). The function a(/) is a homo­
geneous function of a l,a2,a3 of order 1: 

Ba 
-a· =a, (6) 
Ba

j 
J 

one should sum over the repeated indices here and below. 
The basic result of Ref. 2 gives an algorithm for a stable 
calculation of r from the knowledge of the scattering ampli­
tudef(n,v,k) for n,v such that (n - v)lln - vi runs through 
all ofthe unit sphereS 2 (e.g., for n = - v and v runs through 
S 2, the backscattering case) and for two values of k, k = kl' 
and k2 =I k I such that the high-frequency asymptotic formula 
for f holds2

: 

exp [2ikj (n,l )a(!)] 
---..::....!:...--"----=- (1 + E

J
), 

2[K(so)] 1/2 
Ej-+O as kj-+oo. (7) 

Here K (so) is the Gaussian curvature of r at the point roo If 
the jj are measured with the accuracy 8, i.e., I jjt; - jj I < 8 
andjjt; are the measurements, and if K (so)<d 2, d = const, 
then 

al Prepared while the author was visiting Schlumberger-Doll Research, P. 
O. B. 307, Ridgefield, CT 06877. 

fit; = exp[2i(n,l)a(/)(kl - k 2 )] 

f2t; 
X [1 + O(IE11 + IE2 1) + O(Od)]. 

Thus 

(8) 

The knowledge of a(1 ) with a known error allows one to 
recover the surface stably using the following estimates of 
the derivatives of a function a(1 ) known with an error 

TJ=O( IEII + IE21 +8d). 
Ikl - k21 l(n,!)1 

Assume that la" I <M, where a" denotes any second deriva­
tive of a(a l,a2,a3), and assume that a.,., is known, 

la.,., - al < 1]. Let h = (2TJIM)I/2, E = ~2MTJ. Then 

I [a.,., (a + hb) - a.,., (a - hb )]!2h - BalBb I <E = ~2MTJ 
(Ref. 3). Here b is any unit vector, BalBb = (Vaa,b) is the 
derivative of a in the direction b. All these facts are proved in 
Ref. 2 and provide a stable and effective algorithm for reco­
vering the surface from the scattering data. One should be 
able to measure the phase of the scattered field in order to use 
the above algorithm. This is not very easy in practice. There­
fore one can think of recovering the support function of r 
from some other data. 

It is clear from (7) that the Gaussian curvature 
K = K lK 2' where the Kj are the principal curvatures, can be 
determined from the measurements of If 12. Let us assume 
that the quantity Kl - K2 can be measured.4 (In Ref. 4 a 
possibility to determine Kl - K2 from the measurements of 
the scattered field was reported for electromagnetic scatter­
ing from a metallic body. It is not clear if Kl - K2 can be 
found from the measurements of the scattered field in acous­
tic problems.) Then the quantity h = K 1- 1 + K 2- 1 is known 
as a function of the unit normal I = (a 1,a2,a3) to r. From 
this data the support function of r can be recovered and then 
the parametric equation of r is given by (5). Notice, that if 
the origin of the coordinate system is placed inside the con­
vexobstacleD, thena(l) = maxSEr(//), and(5) takes the form 

Ba 
x· =-, hJ<3. 

J Ba
j 

(5') 

II. RECOVERING THE SURFACE FROM h = K1- 1 + K2- 1 

In this section a construction of r from h is given. A 
similar construction can be found in the literature.5 Since it 
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was not used in the inverse scattering problem, the construc­
tion is described in sufficient detail for convenience of the 
reader. It is worth mentioning that the problems of recover­
ing a surface from its Gaussian curvature KIK2 or its mean 
curvature (Kl + K 2 )12 were studied in the literature exten­
sively. Both problems lead to nonlinear elliptic equations 
which cannot be solved explicitly. In contrast, the problem 
we are discussing here will lead to the Laplace equation 
which is effectively solvable: 

a2a a2a a2a -- + -- + -- ==V!a(al,a2,a3 ) = h. (9) 
aai aa~ aa~ 

To derive (9) one takes the ROdriguez formula 

dXj - R daj = 0, 1.;J<3, (10) 

in which X = x(a 1,a2,a3 ) is the radius vector ofa point of the 
surface r, and the unit vector I = (al,a2,a3 ) serves as a pa­
rameter. There is a 1-1 correspondence between the param­
eter I = (al>aZ,a3 ) and the parameter (B,¢ )ES 2

• Namely, 1 is 
determined by the point (B,¢ )ES 2 and determines this point. 
Since I is also the outer unit normal to r, we write daj in (10) 
instead of - d~ as in Ref. 5, where N is the interior unit 
normal to r. Finally, R in (10) is the radius of the curvature 
of the normal cut of r in the principal direction 
(da 1,da2>da3). From (5') and (10) it follows that 

a2a 
0= ---dai -Rdaj 

aajaa j 

= (a a2

aa - R Oji)da i , 
aj a i 

0 .. = {I, i = j, 
Jl 0, ii=j. 

(11 ) 

Since the vector (da 1,daz,da3)i=0 one concludes from (11) 
that 

( 
aZa ) det - ROji = O. 

aaj aa j 

(12) 

But det a za/aaj aa i = O. Indeed, differentiate (6) in a i to 
obtain 

(13) 

Since (a 1,aZ,a3)i=0 one conclUdes from (13) that 

aZa 
det = O. (14) 

aaj aa j 

From (14) it follows that Eq. (12) has a root R = O. Its two 
other roots are the principal radii R j = K j- I, where K j are 
the principal curvatures. Since the body is assumed to be 
convex, Rj > O. The trace of the matrix aZa/aaj aa i is equal 
to RI + R z + 0, where R I, R 2 , 0 are the roots of(12). Since 
R 1 + R2==h one obtains Eq. (9). 

lt remains to solve this equation. Let us expand 
h = h (a l,a2,a3 ) = h (B,¢ ) in spherical harmonics: 

h = I hnm Yom (B,¢ ), 
n>O 

(15) 

where the Yom are the normalized in L Z(S 2) spherical har­
monics, 
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Y = ( (2n + l)(n - m)!)1I2p (cos B )eim¢> 
nm 41T(n + m)! n.m , 

-n<m<n, 

Pn.m(X) are associated Legendre functions, and the hnm are 
the Fourier coefficients of h, 

hnm = ( h (B,¢) Ynm dw, dw = sin B dB d¢. (16) 
JS2 

The function ala 1 ,aZ,a3) as a homogeneous function of order 
1 can be expanded in the series (A = a(ra l,raZ,ra3) 
= ra(a l,a2,a3))· 

A = rI Anm Ynm' 
n>O 

(17) 

where r> 0, and the function (17) is homogeneous of order 1. 
The point (r,B,¢ ) corresponds to (ra l,raZ,ra3 ). 

Let us consider (r,B,¢ ) as spherical coordinates and 
(YI'Y2'Y3) as the corresponding Cartesian coordinates. Then 
r = (~3 y 2)1/2 

J = 1 J ' 

V;rYnm = - + - + - rYnm (
a2 a2 aZ

) 

ayi ay~ ay~ 

= _ (n - l)(n + 2) Ynm' (18) 
r 

and from (17) and (18) it follows that 

V;A = - I Anm (n - l)(n + 2) Ynm . 
n>O r 

(19) 

Substitute (19) and (15) in (9), take r = 1, and equate the coef­
ficients in front of Ynm to obtain 

Anm = - hnm/(n - l)(n + 2), ni= 1. (20) 

A necessary condition for a function h (B,¢ ) to be equal to 
R 1 + R 2, where R I,R z are the principal radii of a closed sur­
face, is the equation 

him =0, m=O,±1. (21) 

This will be proved shortly. Assuming (21), one obtains an 
effective formula for the support function from (17) with 
r= 1, 

00 h 
a(/) -" nm Y (B '" ) - - £.. ( 1)( 2) om ''I'' 

n>O n - n + 
(22) 

n",1 

Here I is the unit vector corresponding to the point (B,¢ )ES z, 
and the hnm were defined in (16). 

It remains to check (21). Let dO' be the element of the 
surface area of r, dO' = R 1 dS I R z ds2, where dS I dS2 = dw is 
the element of the area of S2,[Rj dSj I,j = 1,2, are the ele­
ments of the length along the lines of principal curvatures on 
r, and ds 1 dS2 is the inner product of two vectors. Consider a 
family rz of parallel surfaces (for which the normals are the 
same as for ro = r). Then 

dO'z = (RI +z)dsl(Rz +z)ds2 

= dO' + z(R 1 + R2)dw + zZ dw. (23) 

From the Gauss formula it follows that 

( ~ dO'z = 0, Jr, (24) 

whereNj is thejth component of the outer unit normal N to 
rz,o < z < zo, z is arbitrary, and zo small, so that one can 
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assume thatN does not depend onz. Substitute (23) in (24) to 
obtain 

( h (I)~ dw = ( (RI + R2)~ dw = 0, 1<0.;;;3.(25) JS2 JS2 
But ~ = Ij are three linearly independent vectors in the 
space spanned by Ylm , m = 0, ± 1. Therefore (25) is equiva­
lent to (21) because h = RI + R2 and hIm is defined in (16). 
This completes the proof. 

Example. If r is a sphere, then R I = R2 = R = const, 
h nm = 0 for n > O. Therefore, Anm = 0 for n > 0, 

a(/) = AoYo,Yo = 1IJ41i, by formula (20), Ao = hol2, 
ho = 2R J41i. Thus a(/) = R and one recovers r from 
h = 2R = const. 

In the above construction it is not guaranteed that the 
support function a(/) found from the given function h (I ), sa­
tisfying the necessary conditions (21), will correspond to a 
convex body D. In Ref. 6 a necessary and sufficient condition 
on h for the corresponding a(1 ) to be the support function of a 
convex body is given. 

The main result from Ref. 6 for the three-dimensional 
case says: let h (I) be a continuously differentiable function of 
theouterunitnormallon the unit sphereS 2. Forh (l )tobethe 
sum of the principal radii of curvature of a convex surface r 
at the point at which the outer unit normal to r is I, it is 
necessary and sufficient that the condition (21) and the fol­
lowing condition (26) hold: 

( (/I ")(Vh (I) I") 
JS2 ' 1 _ (/,1 'i dw';;;O, (26) 

for alII ',! "ES 2 for which (I I ,I ") = 0 with strict inequality in 
(26) for some choices of I I and / ". Here (I,! ") is the inner 
product, and V h (/) is to be calculated as follows: define h (/ ) 
for alliER 3 by the rule 

h (I) = ih h ( ih)' III = ~ai + a~ + a;' 

1= (a l ,a2,a3 ), (27) 

calculate Vh (I), and then set III = 1. 
The reason for extending h as a positively homogeneous 

function of order - 1 is that a(1 ) is homogeneous of degree 1, 
V2a is homogeneous of degree - 1, and thus Eq. (9) holds for 
all (a l ,a2,a3 )ER 3. 

III. ADDITIONAL GEOMETRICAL CONSIDERATIONS 

Let x( I ) be a vector function on S 2. It is called the normal 
representation of a convex nondegenerate body D with the 
surface rif x(1 ) is that point of r at which the outer normal to 
r is I. If r admits a tangent plane at any point then x(/) is 
defined on all ofS 2. Let us extendx(1 )fromS 2 to R 3bysetting 
x(u)=x(u/lul).whereuER 3.lul =(ui +u~ +U~)1/2,U~0. 
The value x(O) does not play any role. The support function 
of ris (/,x(/)) = a(/) provided that the origin is inside D. One 
has 

1<0.;;;3, 
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a2a aXj aXj 
--=-=-, (28) 
aaj aaj aaj aaj 

the matrix aij a2alaajaaj is semi-positive-definite. Since 
a(AI) = Aa(l),A > 0, we define a(O) = O. 

Differentiate Eq. (9) to obtain 

V 2xj (u) = !!!...... (29) 
aaj 

where h (u) = (lIlul)h (u/lul) [see (27)]. 
In Ref. 6 the following proposition is proved: a continu­

ously differentiable vector function x(u) is a normal repre­
sentation of a convex r if and only if axj(u)lauj is a semi­
positive-definite symmetric matrix not identically zero. 

The necessity follows from (28), and a(/) = (/,x(/)) is the 
support function of a convex r. The sufficiency also follows 
from (28): construct a(l) = (/,x(/)). Eq. (28) shows that the 
Hessian aij is a semi-positive-definite matrix. Since x(u) is 
homogeneous of order 0, one has (u,ax(u)1 auj ) = 0, 1 <0.;;; 3. 
Therefore a(u) is convex and, since a(/) is convex and. since 
a(/) is the support function of r, the surface r is convex. 

This condition can be formulated in terms of the coeffi­
cients hnm [see (15)] as semi-positive-definiteness of the ma­
trix 

where ajj>O means that aijt;tj>O, \;Itj , andYj are 
the same as in formula (18). 

Note added in proof In Ref. 10 it was shown that a(l ) can 
be recovered stably from the knowledge of the scattering 
amplitude/(n,v,K I ) at one high frequency and n,vES 2 such 
that I = (n - v)lln - vi runs through all of S2. In Ref. 11 a 
uniqueness theorem for inverse diffraction problems with 
two-dimensional data is given. 
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The integration of the Einstein equations for cylindrically symmetric solitary waves is reduced to 
a single quadrature when the "seed" solution is diagonal. Also in this case, explicit formulas that 
show the solitary wave character of the one- and two-soliton solutions are studied. A particular 
case of n-soliton solution is exhibited. Two theorems that show how to construct new solutions 
from known ones are presented. 

PACS numbers: 04.20.Jb 

I. INTRODUCTION 

One of the most powerful methods used to generate new 
cylindrically symmetric solutions to the Einstein equations 
from a given solution (seed solution) is the inverse scattering 
method (ISM). 1-3 The new solutions generated by this meth­
od present similar properties to those of the solitary waves 
studied in fluid dynamics and in classical field theory.4 In the 
actual application of the ISM, one finds two main difficul­
ties. First, the ISM requires the explicit integration of an 
overdetermined system oflinear partial differential equa­
tions. To find integrals that can be expressed in a closed form 
for the above-mentioned system of equations is not an easy 
task.5 Second, the algebraic complexity of the solutions sel­
dom allows the display of their main features. The purpose of 
this paper is to study the overcoming of the above-mentioned 
difficulties in the application of the Belinsky-Zakharov ISM 
for the special class of diagonal seed solutions. 

The vacuum Einstein equations for the cylindrically 
symmetric metric 

ds2 = (r Ivt )(dt 2 - dr) - tf(de + h dZ)2 - (t If)dz2, 
(1.1) 

where/. h, and I are functions of t and r only, split in two 
groupS.6 The first group can be written as 

[t(fJf-Fhh,,) 1., - [tUJf - Fhh,r)L = 0,(1.2a) 

(tf 2h"l., - (tf2h,r),r = 0, (1.2b) 

where ( l.,=a, and ( ),r=ar, and the second as, 

U = ft{[f-2(f~ + f~r) + f2(h~, + h ~r) ]dt 

+ 2(f-2fJ.r + f 2h"h,rldr}. (1.3) 

The existence of I is guaranteed by Eqs. (1.2). By a diagonal 
solution we mean a solution to (1.2) with h = O. 

In Sec. II, we present a summary of the ISM and the 
explicit integration of (1.3) when f and hare n-soliton solu­
tions to (1.2). In Sec. III, we study the "Schrodinger equa­
tions" for the wave function tPo, and in the diagonal case we 
reduce the integration of these equations along the poles' 
trajectories to a single quadrature. Also in this section we 
give examples of particular functions tPo, and we present a 
superposition "principle" that allows the explicit computa­
tion of new functions tPo from known ones. 

In Secs. IV and V, we study the one- and two-soliton 
solutions, respectively. In particular we give compact for­
mulas that reveal the soliton character of each solution in an 

explicit way. In Sec. VI, we show how to construct n-soliton 
solutions. Finally in Sec. VII, we discuss some of the results. 

II. THE INVERSE SCATTERING METHOD 

The starting point of the ISM used to solve Eqs. (1.2) is 
the fact that those equations can be written as the integrabi­
lity condition for an overdetermined system of differential 
equations. 1 Equations (1.2) can be written in a completely 
equivalent form as the matrix equation 7 

(ty"y-I)" - (ty"y-I),r = 0, (2.1) 

with 

y=t I~ ~'i+f-II· (2.2) 

Two important properties of the matrix yare 

dety=t 2, y=yT. (2.3) 

The integrability condition for the system of equations, 

tU +AV ./, D,tP = t 2 _ A 2 '1"' (2.4a) 

(2.4b) 

where 

D,=a, + (2.5a) 

(2.5b) 

U = ty"y-I, V = tr,ry-I, (2.6) 

is just the same Eq. (2.1). tP is a 2 X 2 complex matrix function 
of t, r, and the spectral parameter A. Putting A = 0 in (2.4), 
we have tP (A = 0) = y. 

Solutions with pure soliton character are associated 
with solutions of Eqs. (2.4) of the form 

tP = %tPo, (2.7) 
n R %=1+ I __ k_, 

k=IA-f.-lk 
(2.8) 

where tPo is a solution to Eqs. (2.4) for a given y, say Yo' Rk are 
complex matrix functions of t and r only, and f.-l k are scalar 
complex functions of t and r only. The pure soliton character 
of the solution is associated with the particular form of % 
given by (2.8), i.e., with the existence of simple poles in the 
matrix %. The number of poles will tell us the number of 
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solitons appearing in the solution. Note that by lettingJ = 0 
in (2.7), we get 

y=(xLi=O)YO' (2.9) 

A condition that guarantees the fact that Y = yT is 

Y = X(t 2/J )YoXT(A). (2.10) 

From (2.1)-(2.10) we find! 

n N~)(r -!)lkN~) 
Yab = (YO)ab - L ' 

k.l= 1 Ilklll 
m 1k )(v) mil) F- a(Oabk 

kl - 2 ' 
Ilklll - t 

N~k) = m~k)(YO)ba' 
m~k) = m~)M~(}, 
Mlk) = f/Jo-I(llk)' 

Ilk = ak - r ± [(ak - r)2 - t 2] 112. 

(2.11) 

(2.12) 

(2.13) 

(2.14) 

(2.15) 

(2.16) 

The sum convention on the indices a and b is assumed. a and 
b take the values 1 and 2. m~) and ak are sets of arbitrary 
complex constants. Note that the solution (2.11) is complete­
ly determined by Yo, tPo and these sets of constants. Regard­
less of the fact that the matrix whose elements are (2.11) is 
symmetric, in general, it is not possible to cast it in the form 
(2.2), since the matrix (2.2) has determinant equal to t 2. To 
remedy this problem, we can define a new matrix 

yh = ty/(det y)I/2 (2.17) 

that satisfies the two conditions (2.3). Taking the trace of 
(2.1), one can prove that the new yh is also a solution to (2.1) 
whenever Y is a solution. The determinant of (2.11) can be 
explicitly computed: 

det Yn = t 2n II Ilk 2 det Yo' (2.18) 
k=1 

As in the elliptic case, one can compute the integral 
(1.3). For the solution (2.11) we find 

.I ~h =.Io + In[t -n2/2C~IIl~ + I) 

x k.t! /Il' - Ilk )-2 det r 1 + In Cn, (2.19) 

k>1 

where Cn is an arbitrary constant and the factor 
n 

II (p,1 - Ild- 2 
k.l= 1 

should be set equal to 1 for n = 1. The method that we use to 
compute (2.19) is essentially the same method employed in 
the elliptic case. 8 

III. THE FUNCTION 1/10 

The function tPo obeys the differential equations (2.4) 
with Y replaced by Yo, i.e., 

(a + Ut a)", = tUo +AVo '" (3.1a) , t2_A2" 0 t 2_A2 0' 
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(a + U
2 

a)¢ = tVo+AUo ¢ (3.1b) 
r (2_11,2'\ 0 t 2 _A2 0' 

where Uo=t(yo).,Yo -I and Vo = t(YoJ.rYo -I. Furthermore, 
"'0 must satisfy the initial condition 

tPol'\ = 0 = Yo· (3.2) 

Equations (3.1) can be written as 

(tar - Aa,)",o = Vo"'o, 

(ta, - Jar + ua,\ )1/10 = Uo"'o· 

(3.3a) 

(3.3b) 

In this section we study the system of equations (3.3) 
with the boundary condition (3.2) when Yo is a diagonal ma­
trix, i.e., (YO)12 = (Yohl = O. If Yo is diagonal, one may as­
sume that "'0 is also a diagonal matrix with these assump­
tions; (3.3) and (3.2) yield 

(tar - Aa, )In det tPo = 0, 

(tar -Aar + 2Aa,,)ln det "'0 = 2, 

In det "'01,,=0 = 21n t. 

(3.4a) 

(3.4b) 

(3.5) 

In finding Eqs. (3.4) we have made use of the identities 

Tr Uo = 2, Tr Vo = O. (3.6) 

A solution to Eqs. (3.4) with the condition (3.5) is 

det tPo = t 2 +J 2 + 2rA. (3.7) 

A more general solution to (3.4) can be obtained adding cA to 
the rhsof(3.7), wherec is a constant. We have omitted such a 
term because in the final results it will only introduce a rede­
finition of arbitrary constants. Since, for the diagonal case 
det tPo = (tPo)J\ ("'ob, we have 

("'ob = [(t 2 + A 2 + 2rA )/(tPo) 1 d. (3.8) 

It is convenient to introduce the notation 

e'" -(Yo) l1/t , 

A =(t 2 + Ur + 11,2)-112("'0)11' 

Thus, 

("'0)\1 = (t 2 + Ur +11, 2)I/ZA, 

("'ob = (t 2 + Ur+A Z)'/ZA -I. 

For the diagonal case, Eqs. (1.2) and (3.9) tell us that 

,p,ll + ,p,,!t - ,p,rr = O. 

(3.9) 

(3.10) 

(3.11a) 

(3. lIb) 

(3.12) 

The solution of the Einstein equations for the diagonal case 
are known as Einstein-Rosen waves.9 From (3.2)-(3.4), (3.9) 
and (3.10) we get 

(ta, - Aar + ua,\ )In A = t,p". 

(tar -Aa,)lnA = t,p,r' 

(3.13a) 

(3.13b) 

(3.13c) 

The integrability condition of the system of equations (3.13) 
is just the cylindrical wave equation (3.12). 

The ISM requires the explicit integration of Eqs. (3.13). 
The function A is known for the following particular solu­
tions to (3.12): 

,p=lnt, (3.14a) 

,p = r, 

,p=!t 2 +r, 

P. S. Letelier 

(3.15a) 

(3.16a) 
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~ = In[ - r ± (r _ t 2)1/2]. 

~ = In [! tan(ks)] , 

where 

t = (a2/2k 2)sin(2kr)sin(2kS ), 

r = - (a2/2k 2)cos(2kr)cos(2kS ), 

(3.17a) 

(3.18a) 

a and k are constants. The corresponding functions A are 

A = (t 2 + Ur + A 2)1/2, (3.14b) 

A=exp(r+¥l-), (3.15b) 

A =exp[!t 2+(r+¥l-)2], (3.16b) 

A = -r± [r_t2]112_.,1" (3. 17b) 

A = {a4 sin2(2kr)sin2(ks) - a2k 2.,1, cos(2ks) __ 1_} 112 

k 6(t 2 + Ur + .,1,2) k 2 • 

(3.18b) 

The solutions (3.14), (3.17), and (3.18) are implicit in Refs. 1 
and 10. Solutions (3.15) and (3.16) are the hyperbolic version 
oftwo solutions implicit in Ref. 5. The solution (3.18) is par­
ticularly interesting since the case k = 1 represents a closed 
Friedman-Robertson-Walker model and the case k = ian 
open one. Since Eq. (3.12) as well as Eqs. (3.13) are invariant 
under a translation in the variable r we can always introduce 
a constant in the solutions (3. 14a), (3.14b) etc., letting 
r-+-r + c. 

From the particular form ofEqs. (3.13) it is easy to show 
the following theorems: 

Let ~(1) and ~(2) be solutions to (3.12) and A(I) and A(2) 
their corresponding solutions to (3.13). Then, the A associat­
ed to 

~ = a~(I) + b~(2i' (3.19) 

where a and b are arbitrary constants is 

A = A (l)A t2)' (3.20) 

An important corollary is obtained by putting b = 0 in 
(3.19) and (3.20), i.e., the A associated to ~ = a~(l) is A (I)' 

LetA be the solution to (3.13) corresponding toa~ solu­
tion to (3.12). TheA's associated to the new solutions~R and 
~ I defined by 

~R = H~ (t,r + iro) + ~ (t,r - iro)], (3.21) 

~I = (l/2i)[~ (t,r + iro) - ~ (t,r - iro)], (3.22) 

where ro is arbitrary constant, are 

AR = [A (t,r + iro.A)A (t,r - iro.A)] 1/2, 

AI = [A (t,r + iro.A )] 1/2;. 
A (t,t - iro.A ) 

For a real A, 
AR = IA (t,r + iro.A )1, 

1m A (t r + ir .A ) AI = exp arctan ' 0 . 

ReA (t,r + iro.A) 

(3.23) 

(3.24) 

(3.25) 

(3.26) 

The "complex translational method" presented here 
can be used to obtain exact perturbations to the Friedman­
Robertson-Walker models and their corresponding soli­
tonic solutions. Work along these lines will be soon reported. 

In the final formulas (2.11 )-(2.15) the matrix t/Jo appears 
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only in the form t/Jol" ~p..' Thus, to construct the solution 
(2.11) we only need, 

Ak~ I,,~p... (3.27) 

The equations that give the poles' trajectories (2.16) are l 

2f..lkt 
f..lk., = t 2 -f..l~' (3.28a) 

2f..l~ 
(3.28b) f..lk,r = 2 2 

t -f..lK 

From (3.28) and the equations that are obtained by doing 
.,1,= f..lk in (3.13a) and (3.13b) we get 

a, In Ak = (t /2f..ld( f..lk"~,, + f..lk,r~.rl, 
ar lnAk = (t /2f..lk)( f..lk,,~,r + f..lk,r~,')· 

Thus, 

InAk = J 2;k [(f..lk"~,, +f..lk,r~,r)dt 

(3.29a) 

(3.29b) 

+ (f..lk,r~" + f..lk,,~,r)dr]. (3.30) 

Using (3.28), one can prove that (3.30) is consistent with 
(3. 13c). The existence of(3.30) is guaranteed by Eq. (3.12) and 
the fact that Inf..lk is also a solution of(3.12). In other words, 
the overdetermined system of Eqs. (3.1) for diagonal matri­
ces Uo, Vo, and t/Jo is completely determined along the poles' 
trajectories. Thus, in principle, to any solution of (3.12) we 
can associate a n-soliton solution (2.11). Finally, we want to 
point out that the application of the closely related method 
for Backlund transformations (BT) in the case of diagonal 
seed solutions also reduces to the finding of a single func­
tion. lI ,12 

IV. ONE-SOLITON SOLUTIONS 

One-soliton solutions are defined I as those solutions ob­
tained using the ISM with a "scattering matrix" X with one 
simple real pole f..ll' In the diagonal case, these solutions can 
be written in a simple form. From (2.11 )-(2.19), (3.11), and 
(3.27) we get 

(md2tetPf..l-IA 1- 2 + (m2)2t -le-tPf..lA f 
rf~ = (ro) 11' 

(ml)2etPA 1-
2 + (m2)2e- tPA f 

(4.1a) 

where we have set ma==m~ andf..l 'f..ll' The constants ma 
are real in this case. Equations (4.1)-(4.2) can be cast in a 
more appealing form by defining the new variables 

x = ~ - 2InAI' (4.3a) 
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P = ¢ - In( IlA fit), 

q = ¢ -In(tA ~/Il), 

2y=q-p, 

(4.3b) 

(4.3c) 

(4.3d) 

and the new constants 

1] = m lm2/lm lm21, 

tanh 0 = (md
2 

- (m2f 
(md2 + (m2f 

From (4.1)-(4.6) we get 

(4.4a) 

(4.4b) 

• .Ph _ cosh( P + 0) 
(II - h( £) (Yo)w cos x+u 

(4.5a) 

1]t sinhy 

cosh(x + 0) , 
rf~= (4.5b) 

.J'22h = cosh(q + 0) (y ) (4 5c) 
(2: cosh(x + 0) 022' . 

.2' fh =.2'0 + In[t -1/2 cosh(x + oj/sinh y] + In CI, 
(4.6) 

where we have denoted the "renormalized" integration con­
stant by the same symbol used in (4.2), a practice that we 
shall follow in this paper. Note that the structure of the solu­
tion does not depend on the seed solution's Yo particular 
form, as long as (YO)12 = (Yohl = O. The soliton character of 
the solution is given by the appearance of the function 
cosh(x + 0) in the denominator of the rhs of(4.5). Particular 
cases of one-soliton solutions are studied in some detail in 
Refs. 1 and 10. 

v. TWO-SOLITON SOLUTIONS 

Two-soliton solutions are defined I as those solutions 
obtained using the ISM with a "scattering matrix" X with 
two simple poles. In this case the poles are either real or 
complex conjugate. From (2.11)-(2.19), (3.11), (3.27), and 
(YO)12 = (Yob = 0, we find after some algebra 

rf~ = 

we find 

[t(1l2 -1l1)Pd
2 + [(IlIll2 - t

2
)P2F (r) 

[t (1l2 -lldSI] 2 + [( IlIll2 - t 2)S2F 0 II' 

(5.1a) 
I 

• .Ph _ t(1l2 -1l1)(IlIll2 - t 2) 
{12 -

IlIll2 
I/. (112 t2)mll)mll)T (2 t2) (2) (2)T X ,-2 ,-1 - 01 02 I - III 112 - mOl m02 2 

[t(1l2-lldSt1 2+ [(IlIll2- t2 )S2F 
(5.1b) 

rf~= [t(1l2-lldQIF+[(IlIll2- t2)Q2F() (5.1c) 
[t (1l2 -lldSI]2 + [( IlIll2 _ t 2)S2]2 Yo 22' 

.2'fh=.2'o-ln[(ll~ _t2)(1l~ _t 2) 

X(IlIll2 - t 2 )2(1!1l1 -1!1l2f] +.2'; + In C2, (5.2) 

where 

(5.3) 

(5.4) 

(5.5) 

(5.6) 

(5.7) 

(5.8) 

(5.9) 

Q =mll)m(2) A 2.Jji; _ mll)mI2) AI.Jji; (5.10) 
2- 01 02 c- 02 01 c- ' 

A IVll2 A 2Vlli 
.2'; In{[t(,u2-,udSI]2+ [(,uz,llI-t 2)S2]2}. (5.11) 

The fact that the poles III and,uz are either real or complex 
conjugate can be used to simplify the previous formulas. For 
real III and,u2 and real constants m~:) such that 

(5.12) 

• .Ph _ [t (,u2 -lldcosh(PI + Od]2 + [( IlIll2 - t 2)sinh(p2 + 02W ( ) 
(II - 2 2 . 2 Yo II' 

[t(,u2-,udcosh(x l +( 1)) + [It -,uIll2)smh(x2+02)] 
(5.13a) 

rfh _ (1l2-,ud(,uIll2 - t 2) 1]IIlI(,u~ - t2)cosh(YI + EI) + 1]z,ll2(,ui - t2)cosh(Y2 + E2) 

12 - 2,uIll2 [t(1l2-,uI)cosh(X I +odF+ [(,uIll2-t2)sinh(x2+02W' 

• .Ph _ [t(1l2 -Ill)cosh( ql + Od]2 + [(,uIll2 - t2)sinh( q2 + 02W ( ) 
{22 - 2 2 . 2 r 0 22' 

[t(,u2 -,uI)cosh(X I +od] + [It -,uIll2)smh(x2 +(2)] 

.2'; = In {[t (,u2 - ,ul)cosh(x i + 0IW + [( IlIll2 - t 2)sinh(x2 + 02W}, 

where 

2678 

x l =¢ -In (A IA 2 ), 

x 2-ln (A 2/A I ), 

PI=¢ -In [A IA 2(,uIll2)1/2/t ], 

P2=ln [A 2.Jji;! A 1.Jji;], 
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(5.13b) 

(5.13c) 

(5.14) 

(5.15) 

(5.16) 

(5.17) 

(5.18) 
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and 

ql=2x1 - PI' Q2=2x2 - P2' 

YI==XI +x2, Y2==X 1 -X2' 

(5.19) 

(5.20) 

(5.21) 

(5.22) 

(5.23) 

(5.24) 

(5.25) 

(5.26) 

we find that the relations (5. 13a), (5. 13c), (5.14), (5.21), and (5.22) keep the same form, but changing the hyperboIicfunctions by 
their respective cofunctions. The relations (5.15)-(5.20) and (5.23)-(5.25) remain the same. The component rf;, now reads 

rf;= _ t(Ji2-JiI)2(JiJJl2- t2 ) TJJJlI(Ji~ -t 2
)coSh(YI+Ed+TJ2fl2(Jii -t

2
)cosh(Y2+E2). (5.27) 

2JiJJlz [t (Ji2 - Jidsinh(xl + 8d] 2 + [( JiJJl2 - t 2)cosh(X2 + 82W 
In the case that Ji I and Ji2 are complex conjugates we set 

Ji /-tl' Ji* = Ji2' 

A(Ji) AI' A(Ji*)=A2· 

To end up with a real metric we need 

ml==miN, mf = m~l, 

m2=mh~, mt = m~d· 

(5.28) 

(5.29) 

(5.30) 

(5.31) 

From (5.1)-(5.11) we find 

rfh _ [21 IJi 1 sin Y2 cosh(p + 8 1W + [(IJi1 2 - t2)sin(cul + 82W ( ) 
II - [2t IJilsinY2 cosh(x + 8 1W + [(IJiI - t2)sin(cu3 + 82W Yo II' 

.-Ph 2 (I 12 2) . (IJiI
2 

- t 2 )COSY2 sinYI sinh(x + 8 1) + (IJil 2 + (2)sinY2 COSYI cosh(x + 8 1) (12 = - t Ji - 1 smY2 , 
[2t IJi I sin Y2 cosh(x + 8 1 W + [( IJi 12 - t 2)sin(cu3 + 82W 

rfh _ [21 IJilsinY2 cosh( Q + 8d]2 + [(IJi1 2 - 12)sin(cu2 + 82)]2 ( ) 
22 - [21 IJi I sin Y2 cosh(x + 8 1 W + [(IJi 12 - 1 2)sin(cu3 + 82)] 2 Yo 22' 

.I fh =.Io - 21n[ IJi2 - t 21 (IJiI 2 - 1 2)sin( Y2J1IJi I] + In{ [21 IJi Isin Y2 cosh(x + 8 1)] 2 

+ [(/Ji 12 - t 2)sin(cu3 + 82W} + In C2, 

(5.32a) 

(5.32b) 

(5.32c) 

(5.33) 

where 

and 
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x = ¢ - 2lniA (Ji)I, 

p=¢-ln(IJiIIA(JiWlt), 

Q = ¢ -In(t IA (JiW/IJiI), 

CUI = 2 arg A + arg Ji, 

CU2 = 2 arg A - arg Ji, 

CU3 = ! (CUI + cu2l, 
YI = ! (CUI + CU2) + 8 2, 

Y2 = ! (CUI - CU2)' 
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(5.34) 

(5.35) 

(5.36) 

(5.37) 

(5.38) 

(5.39) 

(5.40) 

(5.41) 

(5.42) 

(5.43) 

As in the one-soliton case the structure of the two-soli­
ton solution does not depend on the seed solution's Yo, parti­
cular form, as long as (YO)12 = (Yobl = o. In the case of real 
poles, the two-soliton character of the solution can be per­
ceived by noticing the special form of the denominator that 
appears in each component of yh. But, for complex conju­
gated poles, the two-soliton character of yh given by (5.32) is 
not clear. Even though the localized character of the solu-
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tion is insured by the presence of the function cosh2(x + btl 
in the denominator of each component of ,,Ph, the appear­
ance of two "bumps" is not as clear as in the case of real 
poles. The case of complex conjugate poles looks as ifthe two 
bumps were "mixed" forming a "bound state." Of course the 
actual form of the functions Yo; will depend heavily on the 
special form of (y O)ab' or to be more precise on the special 
form of the functions ¢ and on its functionally related func­
tion A. The study of a special case of two-soliton solutions 
can be found in Ref. 13. 

LettingIL, = IL2 in (5.1)-(5.11) we find that yh = Yo 
and ~ Ph = ~O, i.e., the two poles cancel out and we end up 
with the original seed solution Yo' This result can be easily 
proved for a nondiagonal Yo using the general formalism of 
Ref. 1. In the method of BT we have the exact opposite be­
havior of the poles, i.e., the coincidence of poles can be used 
to generate new solutions. '4 

VI. n-SOLITON SOLUTIONS 

In this section we study how to construct a particular n­
soliton solution to the Einstein equation using as a seed solu­
tion a diagonal Yo' First, let us consider the particular one­
soliton solution obtained by putting either m 1 = 0 or m z = 0 
in (4.1), 

rf~ = (ILI/t ('(Yo)", 

rf~ = 0, 71; = t2/rf~, 

(6.1) 

(6.2) 

where E, = ± 1. Similarly letting either m~1 = m~d = 0, 
m~1 = m~1 = 0, m~d = m~d = 0 or m~d = m~1 = 0 in (5.1) 
we get 

rf~ = (IL/t )E,( ILz/t )"(Yo),,; (6.3) 

rf; and 71; are given by (6.2) andE, andEz are constants that 
can take the values ± 1. Moreover, the two-soliton solution 
(6.3) can also be obtained from the one-soliton solution by 
considering the seed solution Yo as a one-soliton of the same 
form (6.1), i.e., taking 

(Yo)" = (IL2/t )E'(yb)" (6.4) 

in (6.1), where yb is a new seed solution. This procedure can 
be repeated n times to give 

(6.5) 

rf; and 71; are obtained as in Eq. (6.1b). 
The function~ ~h can be found either using Eq. (2.19) or 

by direct integration ofEq. (1.3). We shall use the second 
method in this case because it is simpler. From (6.5) and (3.9) 
we get 

n n 

¢,,=¢-lntIEI+ IE/lnlLl' (6.6) 
I~ 1 1=1 

From Eq. (1.3) and (3.30) after a direct, but ratherlong, com­
putation we get'5.J6 

~~h=~o-¢ltIEI+2It,EIlnAI+ ~ IntCt,EIY 

n n ILz 
- I EIEk InILI + LEi In 2 I 2 

I,k = , I ILl - t 
n 

+2 L EIEkln(ILI-lLk)+lnCn • 
I>k~ , 

(6.7) 
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The function ¢n given by (6.6) with EI arbitrary con­
stants is also a solution to (3.12). In computing (6.7) we did 
not assume any particular value of EI • Then (6.7) gives us the 
corresponding l:~h for the function (6.6) with arbitrary con­
stants EI. Although the solution (6.6) with arbitrary EI is a 
solution to the Einstein equations, we cannot say that this 
new solution is an n-soliton solution since the soliton charac­
ter is given by the existence of simple poles in the "scatter­
ing" matrix X and for simple poles we have €I = ± 1. 

Let us consider a simple particular case of a seed solu-
tion, 

¢ = a,ln t + a2(r - r,) + a3 [! t 2 + (r - rz)2], (6.8) 

where a" az, a3 , r" and r2 are arbitrary constants. The con­
struction of the particular n-soliton associated to this parti­
cular seed solution requires the actual computation of ~o 
and Al only. From Eq. (1.3) we find 

~o = i a~ In t + .i(a~ + 2a ,a3)t z + a la2r + a ,a3(r - rzf 

+ azak - r2)t z + ~a~t4 + a~t2(r - rzf (6.9) 

To obtain Al we use the superposition "principle" presented 
in Sec. III. First, we have that associated to each 

¢, = In t, 

¢z = r - r l , 

¢3 = !t2 + (r - rz)Z, 

we have the corresponding A functions 

A(l) = (t z + Ur + A z)'/2, 

A12) = exp(r - r, + ~ ), 

A(3) = exp[!t 2 + (r - r 2 + ~ )Z]. 

From the superposition theorem we have 

(6. lOa) 

(6.11a) 

(6.12a) 

(6. lOb) 

(6.11b) 

(6.12b) 

A (PI) = A (1) (ILI)A ('id ILI)A (3) (ILl)' (6.13) 

From (6. lOb)-(6. 12b), (6.13), and (2.16) we get 

Al = (2aIILlt,12 exp {a2(r - r l + !ILI) 

+ a3 [! t 2 + (r - r 2 + !ILI)2]}. (6.14) 

Also, this particular n-soliton solution can be used as a new 
seed solution to construct a new solution, i.e., we can use ~ Ph 

given by (6.7) as ~o and the function A 1 associated to the full 
solution (6.6) can be found again using the superposition 
principle, and so on. 

VII. DISCUSSION 

The main results of this paper are that the finding of the 
soliton solutions associated with Einstein-Rosen waves is 
reduced to a single quadrature Eq. (3.30) (we consider the 
quadrature that defines ~o as known) and that the one- and 
two-soliton solutions admit explicit "canonical" forms that 
exhibit the soliton character in a simple way. 

The timelike and spacelike character of the coordinates 
t and r can be inverted by adding i1T' to the integration con­
stant that appears in ~ :h. Depending on the timelike or spa­
celike character of t, the soliton solutions can be interpreted 
as an exact finite perturbation of either a cosmological model 
or a cylindrical wave. 

A similar discussion to the one presented here can be 
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done for the case of solitons associated with axially symmet­
ric stationary solutions to the Einstein equations5 and with 
solutions to self-dual SU(2) gauge fields on Euclidean 
space.!? Work along these lines will be soon reported. 
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By carrying out a 3 + 1 decomposition of the spi framework, the expressions of the conserved 
quantities, defined at i 0 in terms of the Weyl curvature, are recast in terms of the initial data of the 
physical space-time. In particular, the analysis brings out the supertranslation ambiguities in the 
usual 3 + 1 definitions of angular momentum and clarifies, within the 3 + 1 framework, the 
meaning of the stronger boundary condition needed to remove these ambiguities. The discussion 
is so arranged that only a minimal acquaintance with the spi framework is necessary to appreciate 
these issues. 

PACS numbers: 04.20.Me, 04.20.Cv 

I. INTRODUCTION 

In the Arnowitt, Deser, Misner (ADM) formalism, 1 the 
structure of the gravitational field at spatial infinity is ex­
plored by working on three-dimensional spacelike submani­
folds of space-time and using the Cauchy data induced on 
these surfaces by the space-time metric. In the so-called spi 
framework,2.3 on the other hand, one conformally completes 
the four-dimensional space-time by attaching to it the point 
i 0 at spatial infinity and uses the curvature tensors of the 
rescaled metric as the basic variables. The primary motiva­
tion in this shift of emphasis was to unify the description of 
spatial infinity with that of null infinity. However, the spi 
framework also clarified the role of supertranslations at spa­
tial infinity, introduced a method of reduction of the infinite­
dimensional asymptotic symmetry group to the Poincare 
group, and provided an expression of angular momentum 
which is free of supertranslation ambiguities. The status of 
these issues has continued to remain unclear in the three­
dimensional frameworks. Furthermore, even in the case of 
the 4-momentum, an explicit proof showing the equality of 
the spi expression involving the Weyl curvature of the 4-
metric and the ADM expression involving the Cauchy data 
on a 3-surface is not yet available. The purpose of this paper 
is to fill these gaps. 

Section II is devoted to preliminaries. The basic defini­
tions are recalled and the supertranslation ambiguities in the 
ADM definition of angular momentum are pointed out. Sec­
tion III deals with energy. The spi energy expression is recast 
in terms of Cauchy data and shown to reproduce not only the 
ADM expression, but six other expressions, some of which 
have appeared in the literature in the context of the positive 
energy theorems.4 Section IV shows the equality of the spi 
and the ADM expressions of 3-momentum. Section V deals 
with angular momentum. The spi procedure for singling out 

-I Alfred P. Sloan Research Fellow. 
bl Equipe de recherche associee au C.N.R.S. 

the preferred Poincare subgroup of the spi group is recast in 
the 3 + 1 language. This yields a method for singling out the 
asymptotic Euclidean group associated with any asymptoti­
cally flat 3-s1ice. In the final picture, the method involves 
only that structure which is available in the ADM frame­
work and makes no reference to four-dimensional fields or 
conformal completion. The geometrical significance of the 
additional boundary condition necessary for the Euclidean 
reduction is discussed. The spatial components of the spi 
angular momentum are then recast in terms of Cauchy data. 
The procedure also enables one to see clearly why it is diffi­
cult to deal with timelike supertranslations and supertrans­
lation-free boosts in the three-dimensional frameworks. The 
material on angular momentum is so arranged that users of 
three-dimensional framework can see the problem [discus­
sion following Eq. (28) in Sec. II] and its resolution (Sec. V) 
directly in this framework without having to first under­
stand the spi formalism in detail. 

II. PRELIMINARIES 

We shall first recall briefly the basic ideas of the spi 
framework,2.3 then summarize the results on the existence of 
asymptotically flat initial data sets in space-times admitting 
t, and finally discuss the supertranslation ambiguities in the 
ADM expression of angular momentum. 

Definition 13: A space-time (M, gab) will be said to be 
asymptotically empty and flat at spatial infinity if there ex­
ists a space-time (M, gab) which is smooth everywhere except 
at a point t, where gab is C >0, together with an imbedding of 
Minto M (with which we identify M with its image in it) 
satisfying the following conditions: (i) ] (t) = M - M; (ii) 
there exists a function fl on M which is C > 2 at t and smooth 
elsewhere such that on M, gab = fl 2gab , and at t, fl = 0, 
Va fl = 0 and Va V bfl = 2gab ; and, (iii) the Ricci tensor Rub 
of gab is such that Rab admits a regular direction-dependent 
limit at t. 

Here](l') is the closure of the region in (M,ga~) which is 
causally related to t. Thus, the first condition requires that t 
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be spacelike related to all points of the physical space-time. 
The second ensures that the conformal factor n falls off as 
1/r and the third demands that, in the physical space-time, 
the stress-energy tensor of matter should fall off as 1/ r4. 5 The 
C >0 condition on gab implies that gab is continuous at t, 
smooth in its "angular dependence," but that its radial de­
rivatives may have finite discontinuities at t. Thus, the 
Christoffel symbols of gab may have radial discontinuities 
(although they are smooth in their angular dependence). 
These discontinuities tum out to be a measure of the total 
energy momentum of the space-time. This differentiability 
condition on gaR implies that its Riemann tensor, Rabed , is 
such that n 1/2Rabed admits a regular direction-dependent 
limit Rabed ( 7]) at t, where 7] is the unit spacelike tangent 
vector at t to the curve along which the limit is taken. The 
Weyl tensor Cabed ( 7]) can be split into "electric" and "mag­
netic" parts with respect to 7]; Eab ( 7]) = Cambn ( 7])7]m7]n, and, 
Bab ( 7]) = *Cambn ( 7])7]m7]n. (Note that 7] is spacelike rather 
than timelike; hence the quotation marks in "electric" and 
"magnetic.") Eab and Bab are smooth, symmetric traceless 
tensor fields on the hyperboloid iiJ of unit spacelike direc­
tions at t and satisfy 

D[aEbJc = 0 and D[aBbJe = 0 (2.1) 

in virtue of the asymptotic vacuum equations satisfied by the 
physical metric gab' (Here, D is the derivative operator on iiJ 
compatible with its intrinsic metric hab = g"b - TJa TJb' 
where gab = gab lio') Eab and Bab capture 1/,-3-part of the 
physical Weyl tensor. The Ricci part, Rab ( 7]) of Rabed ( 7]) 
only provides potentials for Eab and Bab . Set Sab( 7]) 
= Rab ( 7]) - t R( 7]) gab and, Kab = ha mhb nSmn 
- Smn 7]m7]nhab' Then Kab is a smooth tensor field on iiJ 

and satisfies 

(2.2) 

where Eabe is the alternating tensor on (iiJ ,hab)' (The poten­
tial for Eab will not be needed in what follows.) 

The 4-momentum Pais a covector at t, constructed 
from Eab: Given any vector va at t, we have 

P a va: = _1_1 Eab va d Sb , 
817" Yc (2.3) 

where the integral is performed on any cross section C of iiJ . 
One may imagine defining a "magnetic-type" (or, NUT6 ) 4-
momentum *Pa by replacing Eab by Bab in Eq. (2.3). How­
ever, because of Eq. (2.2) and because Kab is smooth, *Pa 
vanishes identically. (The situation is analogous to that in 
electrodynamics. To have a nonzero "magnetic" 4-momen­
tum, one would have to weaken boundary conditions and 
allow "wire singularities" in Kab') The group of asymptotic 
symmetries preserving the boundary conditions of Defini­
tion 1 is infinite dimensional: it is the semi direct product of 
the Lorentz group with the group under addition of func­
tions on iiJ (i.e., the group of supertranslations at t). This 
group admits a preferred 4-parameter abelian group of 
translations and the 4-momentum P a lies in the space dual to 
the corresponding four-dimensional Lie algebra. To obtain 
(the familiar, 6-component) angular momentum, however, 
one has to impose stronger boundary conditions and reduce 
the infinite-dimensional asymptotic symmetry group--
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called the spi group--to Poincare. The required additional 
condition is 

Bab-lim n 1I2*Cambn(vmn 1/2)(vnn 1/2) = O. (2.4) -,. 
(This condition is automatically satisfied if the space-time is 
stationary or axisymmetric. 7) If this condition is satisfied, 
Eq. (2.2) implies that we can always require 

Kab = 0 . (2.5) 
This last condition is left invariant by translations but not by 
(other) supertranslations. Hence, if it is included in the 
boundary conditions to be preserved by asymptotic symme­
tries, the asymptotic symmetry group reduces from the spi 
group to the Poincare. [At null infinity, one may analogously 

A A 

demand: lim n -I *Cambn iimiin = 0, where iim = vmn is the 
(null) normal to f. This implies that the intrinsic connection 
! D J on f is free of Bondi news. If we include ! D J in the 
universal structure that should be preserved by asymptotic 
symmetries, the Bondi-Metzner-Sachs (BMS) group re­
duces to the Poincare.8 Unfortunately, unlike (2.4), the 
above condition is too strong at null infinity since it rules out 
radiation.] Finally, to obtain the expression of angular mo­
mentum, one requires that Pab: = Cambn(vmn 1/2)(vnn 1/2) 
should admit a regular direction-dependent limit aab at t 
and defines Mab at t by 

Mab pb: = _1_1 aab;a d Sb (2.6) 
817" Yc 

for arbitrary skew tensor Fab at t, where ;a: = !EabedFed TJb 
is a Killing vector on (iiJ ,hab)' Under the action of transla­
tions, aae transforms in just such a way as to change Mab in 
the familiar fashion. The condition Bab = 0 also features in 
Penrose's recent approach to conserved quantities9

: it is pre­
cisely the condition needed in the construction of the asymp­
totic twistor space which enables one to take limits of Pen­
rose's quasilocal quantities to spatial infinity. 10 The limiting 
quantities agree with pa and Mab constructed above. (The 
condition Bab = 0 also arises in Hawkingsll definition of 
"asymptotically De Sitter space-times.") From theorems 
proved by Choquet-Bruhat, Christodoulou, and O'Mur­
chadha on the Cauchy problem in general relativity l2 it fol­
lows that there is a large class of space-times which satisfy 
Definition 1 and have Bab = O. (For details up to this point, 
see Ref. 3.) 

A Let (M~ab) satisfy Definition 1 with c~mpletion 
(M,gab)' Let.I be any spacelike submanifold of M, passing 
through t, which is C > I at t and smooth elsewhere. This 
means3 that the metric gab induced on 1 by gab is C >0 at t 
and that the extrinsic curvature irab admits regular direc­
tion-dependent limits there. In Appendix B of Ref. 2 it was 
shown that (gab,irab ) satisfies the Geroch 13 version of the 
ADM asymptotic conditions. In Appendix A of this paper, 
we consider the pair (q ab' 17" ab) induced on.I = (1- t) by gab 
and show that there exists a fiat metric lab outside some 
compact set of .I, such that, in the Cartesian chart defined by 
lab' the components of tensor fields q ab -lab' a a q be' 17" ab' and 
aaabqed fall off at least as fast as 1/r, 1/r, 1/r and 1/,-3, 
respectively, as r tends to infinity, where aa and r are the 
derivative operator and the radial coordinate defined by lab' 
Thus, the Cauchy data (qab,~b) satisfy the usual ADM con-
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ditions. Furthermore, since the stress energy of matter 
sources falls off as 1/r4 [condition (iii) in Definition 1], one 
can use the Hamiltonian arguments in the spirit of ADM to 
obtain conserved quantities. The ADM formula for energy is 

E = _1_ lim,( (aaqbc - abqaelf ae dS b . (2.7) 
161T ro~oc> I~ ro 

To compute the 3-momentum and the angular momentum, 
one has to select suitable vector fields which generate spatial 
translations and rotations at infinity. Let Na be any Killing 
field of the flat metric lab' The diffeomorphism generated by 
Na is a spi asymptotic symmetry (restricted to ~). Let us set 

QNa = _1_ lim" (1Tab -1T'" mqab)N a dS b. (2.8) 
81T ro- 00 :t = ro 

If Na is an asymptotic translation (aaNb = 0), ADM inter­
pret QNa to be the component of the 3-momentum along N a, 
and ifNa is an asymptotic rotation (alaNb) = 0, aaNb #0), to 
be the component of the angular momentum along the axis 
of Na. Note, however, that the entire procedure is tied down 
to the initial choice of the flat metric lab' What happens 
under the change of lab ? To investigate this issue we proceed 
as follows. LetXI , XZ' X3 be a set of Cartesian coordinates on 
~ defined by lab: lab dxa dX b = dX I

2 + dX/ + dX/. In­
troduce a new set X;.. of coordinates, supertranslated with 
respect to X K , 

(2.9) 

and consider the metric I:b defined by I ;bdX 'a dX ,b 
= dX;2 + dX;2 + dX 32

• Clearly, I;b is also flat but not 
equal to lab . To compare the two metrics, let us compute the 
components I :b of/;b in the X K chart l4

: 

ax'< ax'd 
I:b = axa ax b I;'d' 

= Dab + O(I/r). 

Hence lab - I;b (and therefore, qab -I:b) falls off as 1/r. 
Thus,f:b is as good a flat metric aslab' The energy expres­
sion (2.7) is unchanged if!:b and a ~ are used in place of lab 
and a a' Since the translations N 'a of I:b differ from the 
translations N a of lab by terms which fall off as I/r, the 
expression for 3-momentum is also unchanged. For rota­
tions, however, the situation is more complicated. Let 
N a = a/ acp be the Z-directional rotation with respect to lab 
and N 'a = a/ acp , be the Z 1 -directional rotation with respect 
to I ;b' Asymptotically, Z direction coincides with the Z 1 

direction. However, N a - N 'a does not go to zero: the com­
ponents of N a - N 'a in the X;.. chart are 

( 
aA I A aA 2 _ A aA 3 ) 
acp + 2, acp I' acp . 

Thus, at infinity, N a - N 10 yields an angle-dependent trans­
lation, or a supertranslation, whence, QNa - QN.a is non­
zero. (Recall that 1Tab falls off as 1/r and the 2-surface vol­
ume element blows up like r. Hence, the integral ¢(1Tab 
- 1Tqab)(Na - N'a)ds b will not, in general, vanish even in 

the limit.) Furthermore, by choosing suitable AK(O,cp), one 
can get, for the z-component of the angular momentum, any 
answer one wishes (except in special cases in which ~b is, 
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e.g., trace-free). Thus, as it stands, the ADM formula for 
angular momentum is simply not well defined. The super­
translation ambiguities in this formula have to be removed 
by imposing stronger boundary conditions which, for exam­
ple, will permit only a preferred class of flat metrics, related 
to one another by asymptotic translations only. As it stands, 
the AD M angular momentum is defined only up to additions 
of supermomenta and hence cannot even transform correct­
ly under boosts of the 3-surface. (One knows2 from the spi 
framework that supermomenta are not conserved under 
boosts; in fact they can change by arbitrary amounts.) Why 
then, have explicit applications of the ADM angular mo­
mentum formula not shown these ambiguities? Apparently, 
explicit evaluations of angular momentum have been carried 
out only in the axisymmetric case, where the rotational Kill­
ing field-rather than a supertranslated version thereof­
offers itself as a natural candidate for being N a .15 

III. THE ENERGY 

Let, as before, l' be a spacelike submanifold (of if) 
which is C > I at i ° and smooth elsewhere. Let e be the unit 
normal to l' at i o. The spi energy, associated with 1', is given 
byl6 

(3.1) 

where d2S is the volume element of a unit 2-sphere. We wish 
to rewrite this expression in terms of the Cauchy data 
(qab ,~b), induced on~: = l' - t' by gab' We therefore begin 
by expressing the integrand in terms of fields defined within 
the space-time. By definition, we have Eab 
= lim n I f2Cambn ~m~n, while a simple calculation shows 

that, if t a is the unit normal to ~ with respect to gab' 
lim_ .. n -Ita = tao Furthermore, as is shown in Appendix 
A, ~ admits a flat metric lab the inverse square, r- 2, of whose 
radial coordinate r can be taken, without loss of generality, 
to be the (restriction to ~ of the) conformal factor n. Let us 
make this choice. Then, we have 

_ Pata = - _1_ lim { ?Cabed 7/1Jdt at e dZS, 
817' ro----+oc Jr= ro 

(3.2) 

where Cabed is the Weyl tensor of gab and r/ =Iabaar, the 
unit radial normal to the 2-spheres r = ro, with respect tOlab' 
Now, Cabedt at e = ebd , the (usual) electric part of the Weyl 
tensor with respect to~. This electric part is related to the 
Cauchy data (qab,~b) via 

where ~ ab and Rab are, respectively, the Ricci tensors of qab 
and gab . Now, it is shown in Appendix A that 1Tab falls off as 
1/r and it follows from condition (iii) of Definition 1 that 
Rab falls off as 1Ir4. Hence, we have 

-Pat a= __ 1_ lim" ?~ab 7JG7Jbd2S. (3.4) 
817" ro- 00 J,. = ro 
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One sees already that the energy is independent of 1rab' Let 
the derivative operators D and a, compatible with qab and 
lab' respectively, be related by 

(D a - aa)Kb = Cab cKc ' VKb · 

Then 

Ca/= -!qCd(aaqbd +abqad -adqab) 

and the Riemann tensor §t abc d of qab is given by 

(3.5) 

(3.6) 

§tabc d = 2(alaCbJc d + CCla mCbJm d). (3.7) 

Substituting (3.7) in (3.4), using the fact that (qab -Jab)' 
aaqbc> and aaabqcd fall offas 1/r, 1/r, and 1/r, respectively, 
and using the fact that aaabr = (1/r)(lab - aarabr), one ob­
tains, after some simplification 

_ Pata = _1_ lim,.c (acqab - abqac)Jac dS b . 
161r ro~oo 1,. = ro 

(3.8) 

This is precisely the ADM energy formula. The simplifica­
tion involves the application of Stokes' theorem to set certain 
integrals equal to zero and hence calculation does not imply 
that the integrands ofEq. (3.4) and of(3.8) are equal even in 
the limit. 

Remarks 1: The same techniques as used above enable 
one to show that the energy integral (3.1) can be reduced to 
other useful forms, some of which have appeared in the liter­
ature in the context of the positive energy theorem. We shall 
just list these alternate expressions. 

(a) Expressions in terms oJphysiealjields on.I: In addi­
tion to the ADM expression (2.7), we have the expression in 
terms ofthe radial-radial component of the Ricci tensor, 17 

E = - _1_ lim f r§t 'J}a'J}b d 2V 
8 

ab '/ '/ q , 
1T "O-IX) r= ro 

(3.4) 

which suggests that the component may be thought of as the 
"mass aspect" in 3 + 1 frameworks, and the following 
expression in terms of the tensor Cabc ofEqs. (3.5) and (3.6) 

(3.9) 

This expression involves the asymptotic behavior of the met­
ric connection D and is therefore very similar to Witten's4 
expression involving spin coefficients. 

(b) Expressions involving 2-sphere jields: Consider the 
foliation of.I by a family of metric 2-spheres of lab (surfaces 
r = const). Using Gauss-Codazzi equations, one can express 
§t ab 1Ja1Jb in terms of the intrinsic and the extrinsic curvature 
induced on these 2-spheres by qab' and obtain, using Eq. (3.4) 

E = _1_ lim,.c r(2R _ e1r)2 + 2~b21rab)a2Vq , 
161r ro- ex> 1,. = ro 

(3.10) 

where 2R is the scalar curvature of the 2-sphere r = ro; 21rab , 
the extrinsic curvature, and 21r its trace. If Jab is so chosen 
that the metrics on r = ro 2-spheres induced by qab andlab 
differ by terms of the order of 1Ir rather than 1Ir,I8 this 
expression simplifies to the Geroch expression used by Jang4 

in the context of positivity of energy: 
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(e) Expressions in terms oj eonJormally resealedjields on 
.I: As remarked earlier, the initial data (qab,~b) on.I satisfy 
the Geroch version 13 of the ADM asymptotic conditions. 2 

In the Geroch approach, one uses the conformally rescaled 
fields qab = 4..2q/{b' Jr'b = {} -3~b and flab 
= lim~t {} -1/2(DaDb{} - 2qab)' Starting from (3.4), one 
can show17: 

(3.12) 

= _ _ 1_,.c fl qab d 2S 
241r Jc ab , 

(3.13) 

where the integrals are taken on the cross section C of the 
hyperboloid ~ (of unit spacelike vectors in the tangent space 
of t) obtained by the intersection of ~ with (the tangent 
space at t to) .I. 

Remark 2: The "magnetic" analog of energy-the 
NUT charge--<:an be obtained by substituting Bab in (3,1) in 
place of Eab and is nonzero only if the present asymptotic 
conditions are weakened to allow Kab [ofEq. (2.2)] to devel­
op "wire singularities." In the 3 + 1 framework this corre­
sponds to keeping the boundary conditions on q ab as they are 
but allowing 1rab to develop "wire singularities." The 3 + 1 
reduction of the spi formula then yields, for the NUT 
charge,16 

- *p a e = - _1_,.c B etb d 2S 
81r Jc ab 

IV. THE 3-MOMENTUM 

(3.14) 

The steps leading from the spi-expression of the 3-mo­
mentum to the ADM expression are completely analogous 
to those which led us from Eq. (3.1) to Eq. (3.8). For com­
pleteless, we sketch them briefly. 

The component of the spi 3-momentum along a space­
like vector N a at t (which is tangential to ~ ) is given by 

PaNa = _1_,.c Eab Na dSb . (4.1) 
81r Jc 

As before, one rewrites this expression as a limit of integrals 
over metric 2-spheres of lab within.I to obtain 

PaN
a

= 8~ r!~f=rorCabcd 1Jb1J
d
N

a
t

c
d

2
S, (4.2) 

where Na is a translational Killing field of lab which induces 
the spi translation corresponding to Na at t. [Note that, at t, 
the limit of {} -INa is direction dependent and is given by 
Na 

- 2(N • 1))1Ja. However, the term proportional to 'It does 
not contribute to (4.2) since the Wey1 tensor is already con­
tracted with 1Jb and 1Jd.] One can now expand the physical 
Weyl tensor Cabcd in terms ofits (usual) electric and magnetic 
parts relative to.I, eab = Cambn t mt nand bab = *Cambn t mt n 
to obtain 
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Cabcdr/r/Natc= -Eadmbmb77b77dNa, (4.3) 

where Eabc is the alternating tensor on (...r,qab)' Next, using 
the identity 

bab = Emn(aDmrr"b) 

one gets 

P Na = _1_ lim i f3 
a 81T '0--00 ! = '0 

(4.4) 

x ! Did 17'a]b + !EdapEmnbD m17'npj77b77dNa d 28 . (4.5) 

One now simplifies the integral using the facts stated below 
Eq. (3.7) to show the desired result: 

PaNa = _1_ lim i Na(17'ab - 17'qab)dS b . (4.6) 
81T '0-- 00 J,. = '0 

Again, the simplification involves the use of Stokes' theorem 
to discard certain integrals, whence the calculation does not 
show that the integrand ofEq. (4.2) [or (4.5)] is equal to that 
ofEq. (4.6) even in the limit. Finally, the techniques used in 
the simplification also yield other, equivalent expressions for 
the 3-momentum in terms of the initial data. Perhaps the 
most useful among these for explicit evaluations in special 
cases is 

PaNa = _1_ lim i (Na 77a)17'cb 77c dS b . (4.7) 
417' '0-- 00 t = '0 

V. THE SPATIAL ANGULAR MOMENTUM 

This section is divided into two parts. In the first, we 
discuss the issue of reducing the infinite-dimensional asymp­
totic symmetry group associated with (...r,qab,rr"b) (the "spa­
tial spi-group") to the Euclidean group, and in the second, 
re-express the spi expression for the spatial component of the 
angular momentum in terms of initial data. For the conve­
nience of readers who may not be familiar with the details of 
the spi construction, here the Euclidean reduction will be 
carried out entirely in the 3 + 1 framework, spi formalism 
being used only to motivate the required additional fall-off 
condition. The proof that the Euclidean group so obtained is 
the same as the one which results from the spi construction is 
given in Appendix B. 

A. Euclidean reduction 

The additional condition needed to reduce the spi group 
to the Poincare group is Bab = 0 [Eq. (2.4)]. Now we are 
interested only in the 3-surface ...r, rather than the entire 
space-time, and hence, in removing only the ambiguities as­
sociated with spatial supertranslations within...r. An exami­
nation of the discussion surrounding Eqs. (2.4) and (2.5) 
yields the relevant condition. It iS 19 

(5.1) 

where ta is, as before (the vector field induced on !iJ by) the 
unit normal to.I at i", and Yb m, the metric on the 2-sphere 
cross section of !iJ, perpendicular to ta. To translate this 
condition in terms of physical space-time, let us introduce a 
fiat metriclab in a neighborhood of infinity of...r and consider 
a family of metric 2-spheres of lab' If Yab denotes the metric 
induced on this family by the physical metric gab' and r, the 
radial coordinate with respect tolab , Eq. (5. I) reduces to 
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lim f3:3? ab 77a~ m = 0 (5.2) 

in virtue of the definition of Bab , Eq. (3.3), and the fall-off 
conditions satisfied by 17' ab and the matter sources. Thus, the 
spi formalism implies that the Euclidean reduction is possi­
ble if the radial-angular components of the three-dimension­
al Ricci tensor fall-off faster than what is guaranteed by the 
fall-off of qab' (Note that the radial-radial component of:3? ab 
cannot be required to fall-off faster than 11f3 unless the ener­
gy associated with qab is zero.) It is straightforward to check 
that (5.2) is supertranslation invariant: if it is satisfied by the 
metric 2-spheres of lab , it is satisfied by the metric 2-spheres 
of any supertranslated fiat metric I :b' 

We are now ready to carry out the reduction. Equation 
(5.2) is, via Gauss-Codazzi equations, equivalent to 

(5.3) 
r- "00 

where 2D is the derivative operator compatible with Yab' 217'ab 
is the extrinsic curvature with respect to qab of the 2-spheres 
under consideration, and 217' its trace. The idea is to solve this 
equation and choose the preferred Euclidean group by im­
posing suitable conditions on the solution. For this purpose, 
we first express 2 D a in terms of the derivative operator (ju 

induced on the 2-spheres by the flat metric lab to obtain 

(ja(2rr"b - 217'yb) - (1Ir)(ja(yam}!>n(Ymn - rmn)) = o(1If3) , 
(5.4) 

where rab is the metric induced on 2-spheres by lab' yah is its 
inverse, and where the remainder o( 1If3) satisfies 
limr-oc f3o( 1If3) = O. Now, on a 2-sphere of radius r (with 
respect tOlab)' (j is the standard 2-sphere derivative operator 
(compatible with rab) and the general solution to the equa­
tion (ja pab = 0 with pab = p(ab) is (Appendix C) 

pab = _ (ja(jbg + [ymn(jm(jng + (lIrlg]yab (5.5) 

for some function g on the 2-sphere. Hence, it follows that 
the general solution to (5.4) is 

(2rr"b _ 217'1"'b) = _ (jU(jbg + (j2 + (1Ir)g)yab 

+ (lIr)(yam}!>n(Ymn - rmn)) + o(1Ir) , 
(5.6) 

where g is a sum of terms of the type20 g = ...rh;(r)K;(8,f/J), 
and where (j2 = ymn(jm (jn' Now, a direct calculation of 2rr"b 
yields [irrespective of whether (5.2) is imposed] 

2rr"b = (1Ir)1"'b + o (l/rl , (5.7) 

where lim
Hoo 

rO (I/r) exists but is not necessarily zero. 
Hence, it follows that there exists a function I of the type 
1= K (8,f/J) + ...rh; (r)K; (8,f/J ) where limr_ oo h;(r) = 0, such 
that 

err"h _ 217'yb) = _ {)a(jty + ( (j2 + ~ )ryab 

+ + yam}!>n(Ymn - rmn) + o(~) 

_ ~ yab _ (ju(jbK 
r 

(5.8) 
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[f is given by f = - r + g, where g is obtained from g by 
ignoring terms in its expansion for which hi(r) diverge or fail 
to admit a limit.] Taking the trace of(5.8) with respect to Yab' 
one obtains 

(5.9) 

Note that, had qab been equal to lab' 21T would have been 
equal to 2/r while if qab had not satisfied (5.2), it would be of 
the type 21T = 2/r + 0 (1/~) [given by (5.7)]. Thus, satisfac­
tion of (5.2) yields an in-between situation in which the terms 
in 1/~ are present but have the specific form, - (02 

+ 2/~)K (e,cp ). 
Let us now carry out a supertranslation (2.9), XK--X i 

= XK - AK ((},cp ) and work out 21T" the trace of the extrinsic 
curvature of the metric 2-spheres off :b' computed using qab' 
A long but straightforward calculation yields 

where 17K are the components of the unit radial vectorfabJbr 
in the Cartesian chartXK. (Note that 17K AK is independent of 
r, i.e., is a function of e and cp only.) Hence, it follows that, if 
we make a supertranslation with A K 17K = K (e,cp ), we would 
have 

(5.11) 

Thus, by an appropriate supertranslation, we can get rid of 
the terms of the order 0 (l/~). Furthermore, if we wish to 
preserve the absence of such terms, we can only make such 
further supertranslations for which AK 17K satisfies 

(5.12) 

which is precisely the condition defining translations. Going 
back to the full extrinsic curvature (5.8), we have, for those 
flat metricsf:b which satisfy Eq. (5.11) 

lim r,2(21T,ab - 1/r'yab) = O. (5.13) 
r'~oo 

Thus while, in general, the metric 2-spheres of any flat met­
ric (to which qab approaches at infinity as specified in Sec. II) 
satisfy (5.7), if qab satisfies (5.2) we can find a family of flat 
metrics which satisfies the stronger condition (5.13). Two 
flat metrics belong to this family if and only if they are relat­
ed by an asymptotic translation. Hence, if this family is in­
cluded in the universal structure to be preserved by asympto­
tic symmetries, the asymptotic symmetry group reduces to 
the Euclidean group. 

To summarize, the supertranslation freedom arises be­
cause there are many flat metrics which asymptotically ap­
proach qab as 1/r. However, if qab satisfies (5.2), there exists, 
among these, a preferred family whose metric 2-spheres have 
"fewer wiggles, as seen by q ab ." Killing vectors of anyone of 
these preferred metrics differ by the corresponding Killing 
vectors of any other by an asymptotic translation rather than 
a supertranslation. One must use these Killing vectors to 
make the ADM formula unambiguous. 

2687 J. Math. Phys., Vol. 25, No.9, September 1984 

B. Spatial angular momentum 

To re-express the spatial components of spi angular mo­
mentum (2.6) in terms of (qab,~b) we proceed as follows. 
Choose a flat metric fab in the preferred class so that (the 
unprimed version of) Eq. (5.13) is satisfied. As shown in Ap­
pendix B, there exists, in the spi framework, a conformal 
frame in the preferred class for which Kab vanishes on Ii) , 
such that on 2, n = 1/~, where r is a radial coordinate of 
fab' Let us work with this conformal frame. Then, Pab in Eq. 
(2.6) is given by21 

(lab = lim *Cambn (qmpDpr)(qnsDsr) [qcd (DJ)(Dd r)] -I . 

Next, on the cross section C of the hyperboloid Ii), perpen­
dicular to ta (i.e., the intersection of g; with the tangent 
space to ~ at i"), ~a: = ~Eabcd F cdJ1b is necessarily parallel to ta

, 

ifFcd is a 2-form tangential to 2. Set ~a = fta. Then, it is easy 
to verify that the function f on C is a "spatial translation," 
i.e., satisfies 2Da 2Dbf + 'Y abf = 0, where 'Yab and 2D are, re­
spectively, the metric and the derivative operator induced on 
C by the metric hab on g;. (Thus f is a spherical harmonic 
with I = 1 on the metric 2-sphere C.) Armed with this infor­
mation about Pab and ~a, we can now re-express (~6) in 
terms of the initial data. Assuming that F ab lies within 2 at i", 
we have for the spatial angular momentum Mab pb 

M Fab = _1_ lim f *C ,y,m,y,nft at b~ d 2 V 
ab ambn", "/ q , 

81T ro-oo r = ro 

(5.14) 

where it = (qmnDm rDnr)-1/2qabDbris the unit normal to the 
2-sphere r = ro; t a is, as before, the unit normal to 2 (with 
respect to gab); and, d 2 Vq is the volume element induced by 
qab on the 2-sphere r = roo Thus, 

M ab Pb=_I- lim,.c bab Wi/f~d2Vq (5.15) 
81T ro- oc J,. = ro 

Now, we only have to simplify this last integral. Since we 
began with the well-defined expression (2.6), we know that 
the limit of the integral in (5.21) exists. However, since the 
integrand now contains an effective factor of r 4-the pro­
duct of the explicit ~ and the ~ hidden in d 2 Vq -and since 
D a 1T bn falls off only as 1/,-3, a greater care is needed in the 
simplification than was necessary before for the 4-momen­
tum. 

By integrating by parts, (5.21) can be re-expressed as 

M Fab = _1_ lim {f D (€"mn1T ,y, ,y,bf)r 2 d 2 v ab 8 m nb '{a'{ 0 q 
1T ro-oo r = ro 

-f~ '0 €"mniJa iJb1Tnb (Dm f)ro 2 d 2 Vq } 

= A + B + C, say. 

Let us simplify each term separately. We have 
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X (E'pn:;, 1T :;,bf)~ 2 d 2 V 
'/a nb'/ 0 q 

= 8~ r!~ f=ro e'noifo{DpA)f1Tnb ifbr02d2Vq, (5.18) 

where A -2 = qOb(Dar)(Dbr). Here we have used Stokes' 
theorem, the fact that r,a is unit and the fact that 
A = 1 + 0 (lIr). To simplify B, we again use these two facts. 
The result is 

B = - _1_ lim'c [€"nofJo(DmA )f1Tnbifbr02 
81T ro---}o 00 J,. = "0 

+ €"na:;, 1T (21T b )fA.r 2] d 2 V 
·'a nb m 0 q , (5.19) 

where 21Tab is, as before, the extrinsic curvature of the 2-
spherer = roo Now, since we have chosen theflat metricfab in 
the preferred class, we have e1Tab - lIrrab) = o(1lr). Be­
cause of this, the second term in the above integral vanishes 
[it would not vanish if 21Tab - (lIr)Yab were 0 (lIr)!] and we 
have 

B= -A. (5.20) 

Finally, to simplify C, we note that ~b = A -1E'bc1]c is the 
natural alternating tensor induced by the flat metric lab on 
the 2-spheres r = r 0 and that 

J;-o - r 2~bD f- r 2A -l~bc,» D f 
~ - 0 b - 0 C ·/c b (5.21) 

is a rotational Killing field offab (whose axis is orthogonal to 
Fab)' Hence, 

(5.22) 

Finally, using the Euclidean reduction condition, one can 
show that A = 1 + o( 11 r). [That is, because (21T ab - (11 r)y ab) 
= o(lIr), the volume elements Eab = E'bc1]c and ~b 
= E'bcDJ, induced on the 2-spheres by qab andfab' respec­
tively, differ by terms of the order o(lIr) rather than 0 (lIr).] 
Hence, we have, combining (5.17), (5.20), and (5.22), 

(5.23) 

which is the ADM expression. Thus, the ADM prescription 
is not "wrong"; it is incomplete. Finally, note that the simpli­
fication used the Euclidean reduction condition (5.13) cru­
cially; had the flat metricfab not been in the preferred family, 
the spi expression would not have led to the ADM expres­
sion. 

Remarks: We have seen that, if the angular-radial com­
ponents of an asymptotically flat metric qab fall off faster 
than 1I~, one can invariantly associate to qab a preferred 
family of flat metriCSfab which are related to each other by 
asymptotic translations. The interplay between the curva­
ture of qob and the extrinsic curvature (with respect to qab) of 
the 2-spheres offab seems to be interesting even just from the 
viewpoint of differential geometry, without any reference to 
the physical problem of angular momentum. Indeed, 
a priori, using only general geometrical considerations, one 
would have expected that an Euclidean reduction would be 
possible only if qab approaches a flat metric as o(lIr). It is 
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somewhat surprising-and, from the physical viewpoint, 
fortunate-that the reduction is possible under a weaker 
condition which is "in between" the above stronger require­
ment which rules out 3-metrics with nonzero mass and the 
original ADM conditions which permit supertranslations. 

From a direct physical viewpoint, however, conditions 
(5.2) and (5.13) are somewhat obscure. A large class of exam­
pIes satisfying these conditions is provided by the metrics 
considered by O'Murchudha22 and Chruscief3 in connec­
tion with supertranslation ambiguities. Fix any flat 3-metric 
fob outside a compact set of ~ and consider any metric qab 
whose components in a Cartesian chart of lab are given by 

qab = (1 + M(e,tp )Ir)fab - o(lIr) , (5.24) 

where (),tp and r are the spherical polar coordinates associat­
ed with the Cartesian chart. Then, it is easy to verify that qac 
satisfies (5.2) and the metric 2-spheres of fab satisfy (5.13). 
Thus if the 3-metric is "Schwartzschildean to the leading 
order," as pointed out in Refs. 22 and 23, the supertransla­
tion ambiguities disappear. But the class of 3-metrics satisfy­
ing (5.2) is in fact larger and a characterization ofthis class 
along the lines of (5.24) is not yet available. 24 

Finally, note that it seems difficult to eliminate the su­
pertranslation freedom associated with boosts if one works 
within 3 + 1 frameworks. In the spi framework, supertrans­
lations correspond to arbitrary functions on the hyperboloid 
q;, and hence, in the physical space-time, there exist space­
time supertranslations which induce identity transforma­
tions on the 3-manifold~. Obviously, such supertranslations 
cannot be eliminated by imposing stronger boundary condi­
tions on Cauchy data on~. Thus, it is not possible to recover 
the Poincare group in a 3 + 1 framework. One may, instead, 
try to recover just the Poincare Lie algebra by considering 
only the infinitesimal boosts off ~. But the treatment loses its 
simplicity because the boosts are treated differently from 
rotations and it seems difficult to interpret geometrically the 
conditions which arise in the construction. 
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APPENDIX A: TRANSLATION OF ASYMPTOTIC 
CONDITIONS IN THE PHYSICAL SPACE LANGUAGE 

'" Let (M ~ab) satisfy Definition 1 with cQ.mpletion 
(M ,gab)' Let ~ be a spacelike submanifold of M passing 
through i" which is C > 1 at i" and C 00 elsewhere. This means 

" that the metric qab induced on ~ by gab is C > 0 aU' and that 
the extrinsic curvature fr ab admits a regular direction -depen­
dent limit there. Consider any chart xa=(x, y, z) on ~, cen­
tered at t, which is C > 1 at i" and C 00 elsewhere, and in which 
the components qib of gab are given by qab = Dib . Set 
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r = XZ + yZ + zZ. Then using the l'Hopital's rule, one can 
show that lim f1 /r = I and that f1 /r is C >0 at t. Hence, 
without loss of generality, we can choose 1/r as the confor­
mal factor. We make this choice and, from now on, use hat­
ted quantities to refer to this conformal frame. 

Let jab be the fiat metric for which X a serves as a <:;.arte­
sian chart. lab is, by construction, C > 0 at r and equals q ab at 
r. Hence, the difference between qab andjab is of the form 

A A l/2A 
qab - fab = f1 dab' (AI) 

where dab admits regular, direction-dependent limits at r. 
A 

Let us now introduce a COO-chart X a on ~ = ~ - t by 
X a = Xa/r and consider the fiat metric lab on ~ for which 
X a is a Cartesian chart. 

fab is badly behaved at r and is related to jab by fab 
= (1/;.4lfab=r'lab' where r =X z + y2 + ZZ. Next, let us 

compute the components of qab in the X a-chart. We have 
A Ad 

A _ axe ax (j'f + f1 1/2d __ ) 
qab - ax a ax b cd cd 

I I 
= 7 {jab + -;s dab (A2) 

where dab are againfunctions which admit regular direction­
dependent limits to i 0. Hence, qab = f1 -Zqab = r4qab has, in 
the X a-chart, the following components: 

qab =i.b + (1/r)dab . (A3) 

Finally, the derivatives of the functions dab with respect to 
X· are given by 

~d = ax m --!-d = 1. ({jm _ 2 xm X)--!-d 
ax. be ax. ax m be r a r a ax m be 

= 1. ({jm. _ 2TJmTJa) [f1 liZ --!- dbc ] . (A4) 
r aX m 

Since the functions dab admit regular direction-dependent 
limits at r, the quantity in square brackets also does so. 
Equations (A3) and (A4) imply that there exists a fiat metric 
lab such that, in a Cartesian chart X • defined by it, the com­
ponents of qab -lab are o (1/r) and of acqab are o (1/r), 
where a is the derivative operator of lab' Actually, one can 
continue in this manner to show that the components of 
acadqab fall off as 1/r, those of amacadqab fall off as 1/r4, 
etc. [This is because the fact that d admits a 
regular direction dependent limit d implies thae 
lim(f1 1IZDa,)(f1 1IZDaJ··(f1 1I2DaJd exists and equals 
zOa 20a ... 20a d for all n. One can, of course weaken this 

I 2 n 

requirement by fixing the maximum permissible value of n if 
one so desires.] 

Since.I is C > I, its extrinsic curvature, iT ab' with respect 
to gab admits direction-dependent limits at r. By converting 
the components of iT ab from hatted to the unhatted chart and 
using the relation between iTab and 1Tab' it follows that the 
components of 1Tab in the x a chart are 0 (l/r). 

APPENDIX B: EUCLIDEAN REDUCTION FROM THE SPI 
VIEWPOINT 

In this appendix we shall derive Eq. (5.13) (which led to 
Euclidean reduction) starting from the spi framework. The 
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derivation shows that the Euclidean group obtained in Sec. 
V is the Euclidean subgroup (associated with.s ) of the Poin­
care group selected at {' by Eq. (2.5). 

In the spi framework, one can remove the spatial super­
translational ambiguities associated with ~ by requiring, 19 

on!iJ , 

(BI) 

where 'Yam is the natural metric on the cross section C of !!iJ 
singled out by ~. Using the definitionz.3 of Kmn in terms of 
the Ricci tensor of gab and the fall-off condition on the mat­
ter stress energy from Definition I, (B I) reduces to 

/" A AAA""'" "''''-

limf1-1 ZYamYbn[2TJcTJd(VcVdf1)Ymn -2VmVnf1] =0, 
(B2) 

where ~a = va f1 1/2 and r mn is the metric induced on the 2-
spheres n = const by qab' This is a restriction on the choice 
of permissible conformal factors. Next, following Appendix 
A, we introduce on ~ a fiat metric lab whose radial coordi­
nate r equals n 1/2. Thus, we now have a restriction on the fiat 
metrics. To recast this condition in a convenient form, let us 
recast (B2) in the physical space language. For this, we have 
first to re-express the tensor on the left-hand side in terms of 
the unhatted differential structure (or, equivalently, re-ex­
press it in terms of its components in an unhatted, asymptoti­
cally Cartesian chart) and then re-express the connection V 
in terms ofV. Then, (B2) becomes 

- 4( WDcA. -I)y mn - 4A. -2r- IA. -2y mn) = 0, (B3) 

where, as before, A. -2 = qabDarDbr and TJa = A.qabDbr is the 
unit normal to r = const 2-spheres. Finally, using the defin­
ition of the extrinsic curvature, 21T ab' with respect to q ab of 
the r = const 2-spheres, the fact that (21Tab - Yab/r) 
= 0 (1/r) and the fact that A. = I + 0 (1/r), one can re-ex­
press (B3) as 

lim r(Z1Tab _1. Yab) = 0 . (B4) 
r-oo r 

Thus, Eqs. (BI) and (B4) are equivalent. The former selects 
the Euclidean subgroup (associated with .I ) of the Poincare 
group at r l9 while the latter led us, in Sec. V to select an 
Euclidean subgroup of the asymptotic symmetry group asso­
ciated with the physical space ~. 

APPENDIX C: GENERAL SOLUTION TO oa pb = 0 

Fix a 2-sphere S of radius r in the Euclidean space 
(~,lab) and consider the equation oapab = 0 on symmetric 
tensor fields pab on S, where oa is, as before, the derivative 
operator compatible with the metric rab induced on Sby fab' 
Let Sa be any Killing field on (S,rab)' Then, oa(pabSb ) = o. 
Thus, va = pabSb is a divergence-free vector field on S, 
whence ;ab Vb is curl-free. Since every I-loop is contractable 
to zero on S, there exist~ a function h on S such that ;ab Vb 
= Dah, whence Vb = EmbDmh. The function h is defined 

only up to a constant. Let us eliminate this freedom by fixing 
an arbitrary point Po on S and demanding that hi = O. (The 

Po 

final solution will be of course independent of the choice of 
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the point Po.) Thus, every solution pab to the equation under 
consideration defines a mapping Ij/ from the space of Killing 
vectors 5 a on (S, r ab) to functions h on S. Recall, however, 
that every Killing field is completely characterized by its 
"Killing data" (Sa, i'l[aSb I=SEab ) evaluated at any pointp of 
S.25 Hence, given any point pin S, we have a linear mapping, 
Ij/p :(5 a,s )Ip -hlp which associates with every pair (5 a,S) con­
sisting of a vector 5 a and a number 5 at p, a number h at p. 
Hence, there exists a vector field Va and a function vonS ("a 
dual Killing data") such that 

vaSa + SV = h (el) 
for all Killin~ field 5 a on S, where 5 is the function on S given 
by daSb = SEab' Recalling the definition of h, we have 

pabSb = f-badbh = Ebadb(VmSm + sv) 

= f-ba[(i'lb vm)Sm + vmi'lbS m + Si'lb V + Vi'lbS] 
(e2) 

Given a point p, we can always consider two Killing fields 
whose values at p yield linearly independent vectors at p and 
whose derivatives vanish at p. Using these Killing fields in 
Eq. (e2) and the fact that every Killing field S a satisfies 

i'lai'lbSe-(i'las )Ebe =! 2REebEadSd, we obtain 

pam = f-ba(i'lb~) _ !v(2R )yma , (e3) 

where 2R is the scalar curvature of (S,Yab)' Now, we can use 
the fact that pam is divergence-free. Thus, 

0= i'l pam = f-bai'l i'l ~ - 1(2R ):/"ai'l V 
a ab 2 r a 

= !f-ba(! 2 REab Em n vn) - !(2R )i'lmv , (e4) 
whence, we conclude 

Va = EamamV; (e5) 
substituting for Va in (B3), we now have 

pam = f-bai'lb(f-mni'ln V) - !eR )vyma 

= (i)Jmyan _ }J'nyam)i'lbi3n V _ !(2R )vyma 

= dadmv - yamWv + !eR )v). (e6) 

Finally noting that the scalar curvature, 2R, ofa 2-sphere of 
radius r is given by 2 R = 2/r, we obtain the general solution 
to i'la pam = 0: 

pam = dai'lmv _ yamWv + (l/r)v) (e7) 

for some function V on S. 
A completely analogous procedure shows that, 2,3 on the 

hyperboloid 9) the solution to the equation D[a Kb Ie = 0, 
Kbe = KIbei is given by 

Kab = Da Db V + Vhab (e8) 

for some function v on 9). It is this result which enables the 
Poincare reduction of the spi group in the case when 
Bab = O. 
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We present a one-parameter family of extended Einstein-Maxwell Lagrangians in which an 
antisymmetric tensor field is nonlinearly coupled to both the gravitational and electromagnetic 
fields. We show that for arbitrary, positive values of the relevant parameter, the theory admits 
exact, static spherically symmetric solutions with everywhere finite electric field density and 
energy density. Asymptotically, the solutions are indistinguishable from the Reissner­
Nordstrom solution in general relativity. In addition, we show that a corrected form of the exact 
solution in the nonsymmetric Kaluza-Klein theory presented in an earlier paper provides a 
special case of the family of solutions described above. 

PACS numbers: 04.50. + h, 11.1O.Ef 

I. INTRODUCTION 

Much work has been done recently on an extended the­
ory of gravitation I in which an antisymmetric tensor field 
g[f'V 1 (the "skewon" field) is coupled in a highly nontrivial 
way to the symmetric metric g(pv) of general relativity. In 
particular, the two fields are combined to form a new geo­
metrical object: a sesquilinear, Hermitian fiber metric. 2

•
3 

The predictions of the theory are consistent with all solar 
system data4 and have interesting consequences for astro­
physics5 and cosmology.6 In the following we present exact, 
spherically symmetric, static solutions to the field equations 
which result when the skew on and graviton fields are cou­
pled to the electromagnetic field Ff'v' The Lagrangian is sim­
ilar to the one derived by Kalinowski using a Kaluza-Klein 
approach.7 It is different, however, due to the absence of the 
polarization tensor Hf'v' which plays an important role in 
Kalinowski's theory, and it also differs due to the presence of 
a free parameter A, which is fixed to be 2 in the Kaluza-Klein 
version. It is important to note that the interesting properties 
of our solution do not depend on the particular choice of 
parameters which result in the Kaluza-Klein approach. 
They depend only on the presence of a nonlinear coupling 
between the antisymmetric tensor fieldg[f'v I' and the electro­
magnetic field. 

In Sec. II, we write down the Lagrangian of interest and 
derive the field equations. The static spherically symmetric 
solution is found in Sec. III, and its properties discussed. In 
Sec. IV, we derive a corrected version of the field equations 
from the nonsymmetric Kaluza-Klein Lagrangian of Kalin­
owski and show that in the static, spherically symmetric case 
they reduce to the equations of Sec. III with a particular 
choice of parameter A. This section also corrects an earlier 
paper, 8 in which incorrect field equations were used to ob­
tain a solution. As we shall see, most of the conclusions of 
that paper remain valid. The exact form of the solution, how­
ever, does change. Finally, we summarize our results in Sec. 
V and present some conclusions. 

II. THE LAGRANGIAN AND FIELD EQUATIONS 

The extended theory of gravitation we will consider is 
Moffat's non symmetric gravitation theory (NGT). (For a re-

view see Ref. 1.) The theory is based on a Hermitian, hyper­
complex-valued fundamental form gf'v = gf!V) + Jgff'1' I' 
where J2 = 1[2,3]. The gravitational Lagrangian is con­
structed from the fiber metric gf'V and a generalized Ricci 
tensor 

Rf'v(W) = W:v,p - MW:p,v + W~p,) 
- W:" W~p + W;" W:V, (2.1) 

where W ~v is a hypercomplex-valued, metrically compati­
ble connection such that 

W;v = r ~v(g) - jD~ WV' (2.2) 

In Eq. (2.2) W1'-W(v" 1 = ~(W~A - W1v)' andr ~1'(g) is 
a hypercomplex-Hermitian, metrical connection deter­
mined uniquely from the metric by the following equation: 

g,..1',A - g€Vr~ - gf'€r~V = O. (2.3) 

Note that Eq. (2.2) constrains r [",..A 1 to be zero. 
The full Lagrangian we wish to consider, including the 

electromagnetic field Pf'v = AI', v - A v, 1" is (in units 
G = c = 1) 

L = 9' f'\'Rf'vW) + j 9'[ 1'1'1 WI,..,1' 1 

+ 41T,f=g(F f'VFf'v - A (g[ f'VIFf'vl2); (2.4) 

where F f'V ,.a f'g (31' F g"'1' is defined by g ,..vg = 151' and 
oS a(3' f'p p' 

9'f'v=~ - ggf'1'. In addition, we have used the fact that 

Rf'v(W) = Rf'vW) + jWlf',vl' (2.5) 

which follows from Eq. (2.2). Since we are using a second­
order formalism9 for gf'V' the fundamental fields we must 
vary are gf'V' WI" and Af" The resulting field equations are, 
respectively, 

",I,..vl =0 
T ,v , 

(2.6) 

(2.7) 

W9'af'g(3v + 9'f'agv(3)Fa(3),v = A (9'1 ,..vlg la(3IFa(3),v, (2.8) 

where 

Tf'V = - (g"(3Faf'F(3v - Agla(3IFa(3F,..v) 

+lg (paf3p _A(glaf3IF )2) 
4 1'1' a (3 a f3 . (2.9) 

2691 J. Math. Phys. 25 (9), September 1984 0022-2488/84/092691·05$02.50 © 1984 American Institute of PhYSics 2691 



                                                                                                                                    

Here ~'V reduces to the ordinary Maxwell stress energy ten­
sor when g[/-,v 1 = O. In general, it is nonsymmetric but Her­
mitian, so that T/-,v = T~v) + JTf/-'v l' In addition the trace 
of T/-,v with respect to the full nonsymmetric vanishes identi­
cally: g/-'vT/-,v = O. Another interesting feature of the above 
field equations is the induced current density 

J./-' =A (~ _gg[/-,vlg[a(3)F ) 
Ind a f3 ,v, (2.10) 

which is identically conserved. This induced current density 
plays an important role in the nonsingular behavior of the 
solution to be considered. Note that this induced current 
vanishes to linearized order because the skewon-photon 
coupling in the Lagrangian is quadratic in both g[ /-,vl and 
F[ /-'v 1 (see Ref. 10). Finally we remark that the somewhat 
complicated form of the left-hand side of Eq. (2.8) is due to 

the fact that in general ([=g F /-'v) ,v is not real (it may have 
hypercomplex-valued components), Naturally, the physical 
electromagnetic current must be real: 

J:m = Re[([=gF/-,V),v] 

= [(9'la/-'igIPv) + 9'[a/-'lgiflv ))Faf3 ],v 

= H (9''' /-'g pv + 9' /-'''gvf3 )Fa f3 Lv (2.11) 

This is precisely the form which appears in Eq. (2.8), and is a 
direct consequence of the fact that the electromagnetic La­
grangian is real by construction. 

J 

where we have defined b 4 = 2Al4 and we have made the stan­
dard coordinate choice r = {3. 

As a consistency check, one can verify that the T/-,v giv­
en above satisfied the conservation laws of the theory. These 
conservation laws follow from the fact that R /-'v IF) and 
R /-'v ( W) satisfy a set of generalized Bianchi identities 12 

which require T/-,v to satisfy 

(9'/-'aT/-,p + 9'a/-'Tp/-, ),,, + [=gg"P,pTap = O. (3.6) 

In the static spherically symmetric case we are considering, 
it can be shown that the only nontrivial equation in (3.6) 
takes the simple form 

( liT) I la(3lT. - 0 9' II ,I - 29' la(3),1 - . (3.7) 

It is interesting to note that only the symmetric part of ~'v 
plays a role. If the expressions for T/-,v given by (3.5) are 
substituted into the left-hand side of(3. 7), the result is identi­
cally zero as expected. 

We now proceed to solve for a,r, and w, following 
Pant l3 and Kalinowski and Kunstatter. 8 The only nontrivial 
field equations which emerge from Eq. (2.6) in the special 
case we are considering are (see Refs. 8 and 13 for the explicit 
forms of R/-,v): 

RII(F) = 81TTII , (3,8) 
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III. STATIC SPHERICALLY SYMMETRIC SOLUTION 

The most general static spherically symmetric form of 
the metric g/-, v is II 

_ 

[ 

-oa(r) 0 
- {3 (r) f(r)sin 0 

g/-,v - 0 - f(r) sin 0 - {3 (r)sin2 0 

-w(r) 0 0 

o 
w(r)] 
~ ,(3.1) 

r(r) 

and the determinant [=g is 

~ - g = (ar _(2)1I2({32 + p)1/2 sinO. (3.2) 

For simplicity, we will consider only the case f = O. The 
implications of this restriction are discussed at the end. Fur­
thermore, we will assume that the magnetic field 
B (r) = F23 = 0 so that the only nonzero components of F/-,v 
are FI4 = - F41 = E (r). By solving Eq. (2.8) we find 

E (r) = Q13(ar - ( 2)1/2/( {32 + U[4), (3.3) 

where Q is a constant of integration. Eq. (2.7) can also be 
readily solved to yield 

w 2/(ar _(2
) = [41/3 2

, (3.4) 

where [4 is a new constant of integration which acts as a 
source for the skewon field g [/-''' l' The sign of [4 is determined 
to be positive by the hypercomplex Hermiticity of the met­
ric. The choice [4 < 0 yields the complex theory (J 2 = - 1). 
(See Ref. 2.) With the aid of Eqs. (3.3) and (3.4), the stress 
energy tensor T/-,,, can be put in the following simple form: 

o 0 
r 0 

o r sin2 0 
o 0 

w! [r
4

( 1 - 4A ) ~ b 4 ]I(r4 + b 4Jl ] 

o ' 
r [(r4 - b 4)/(r4 + b 4)] 

Rzz{F) = 81TTzz, 

R44(F) = 817-T44· 

(3.5) 

(3.9) 

(3.10) 

Moreover, the generalized Bianchi identities imply that only 
two of the above are independent. Taking the linear combi­
nation 

(l/a)RIl + (l/r)R44 = 0, 

yields 

(ay)' - 4( [4 ) 
(ay) =-r- [4 + r4 ' 

which implies that 

(3.11) 

(3.12) 

(3.13) 

The constant of integration N in Eq. (3.13) must be set to 
unity in order to recover the Reissner-Nordstrom solution 
in the large r limit. Substituting Eq. (3.12) into Eq. (3.9) gives 

!!... (ra- I ) = 1 _ 41T Q2r , (3.14) 
Jr (r4 + b 4) 

which can readily be integrated to give 

a-I(r) = (1 - 2M Ir + 41TQ2f(r)lr), (3.15) 

where 
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fIr) = _I_log I r - .J2rb + b
2

1 

4/ib r + .J2rb + b 2 

+ _1_( tan- I(2r + .J2b) 
2.J2b .J2b 

+ tan-{2r~~b)} (3.16) 

In Eq. (3.15), Mis the usual constant of integration which, in 
general relativity, provides the source for the asymptotic 
gravitational field. This completes the solution, since the ex­
pressions for g44 = r andg[14] = w follow from Eqs. (3.4) and 
(3.13). It is straightforward to verify that the third, as yet 
unused equation 

1 1 817' 817' 
-RII-- R44=-TII-- T44 
a r a r 

is identically satisfied. Moreover, when A. = 0 the above so­
lution reduces to the one found by Moffat. 14 

We now examine in some detail the remarkable proper­
ties of this solution. First, we note that Eqs. (3.3), (3.4), and 
(3.13) yield the following expression for the electric field: 

E(r) = Qr/(r4 + b 4). (3.17) 

Here E (r) is clearly nonsingular everywhere and is zero at 
r = O. Moreover,E (r)-Q /rasr-oo,sothatitisasymptoti­
cally a Coulomb field. The effective charge density, as de­
fined by Eq. (2.11), is 

41T!=i p(r)==J:m = sin 0 [4Qrb 4/(r4 + b4)2], (3.18) 

which yields the following conserved charge: 

fO !=i p(r)dr dO dfjJ = Q. (3.19) 

Thus, the total electric charge Q is precisely equal to the 
spatial integral of the effective charge distribution. 

Next let us examine the properties of the function/(r), 
as defined by Eq. (3.16). In particular, we note that 

limf(r) = O. (3.20) 
,-->0 

Moreover, in the limit that r_ 00, 

fIr) , --+0 - . 17' 1 (1) 
2.J2b r r (3.21) 

We now find the remarkable result that by setting the source 
M of the singular gravitational field to zero, we have a solu­
tion for a - I (r) of the following form: 

a-I(r) = (1 - 41TQ 2/(r)/r), (3.22) 

such that 

lima-I(r) = 1, 
,-->0 

(3.23) 

and 

lim a-I(r) = 1- 2MQ + 41TQ2 + o (...!..), 
~oo r r r (3.24) 

where 

41TQ2f(00) = rQ2 

2 .J2b 
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Thus a-I(r) asymptotically approaches the Reissner-Nord­
strom solution with charge Q and mass M Q which is a fixed 
function of Q, /, and A.. It is interesting to note that the positi­
vity of the mass is not imposed by hand, but follows from the 
fact that the constant of integration Min Eq. (3.15) was fixed 
to be zero so that a-I (r) would be nonsingular. 

We now calculate the conserved stress energy density 
associated with the matter Lagrangian T/,v: 

~ - gT:=!(~ - gg4/'T4/' + ~ - gg/'4TJL4) 

= ! Q 2r sin O/(r4 + b 4). (3.25) 

This is again nonsingular everywhere and approaches the 
Einstein-Maxwell value (! Q 2sin O/r) as r-oo. Further­
more, the integral of the energy density is 

f 41TQ2 
~ -g T 4

4 drdOdfjJ =-2-/(00) 

=MQ . (3.26) 

The Newtonian mass M Q seen at infinity is precisely equal to 
the total electric field energy. 

Although the solutions presented above have many fea­
tures in common with Wheeler's geonsl5 and with the solu­
tions in the nonlinear Bom-Infeld electrodynamics,16 they 
are not completely nonsingular. In particular, we have from 
Eqs. (3.4), (3.13), and (3.22): 

w(r) = JJ2/r, (3.27) 

and 

(3.28) 

so that at r = 0, g[14] and g44 have /2/r and /4/r4 singulari­
ties, respectiVely. Nonetheless it is remarkable that the elec­
tric field and stress energy density are finite everywhere. 
Moreover, recall that for simplicity we have set 
g[23] = fIr) = O. When this restriction is relaxed, / appears 
everywhere in the field equations in the linear combination 
( {3 2 + /2). It is therefore likely that completely nonsingular 
solutions do exist in which the skewon singularity (P/r) is 
replaced by an expression of the form /2/(r4 + /2). These so­
lutions are currently being investigated. 17 

IV. THE NONSYMMETRIC KALUZA-KLEIN THEORY 

Although the Kaluza-Klein extension of NGT was 
first considered by Moffat,18 the Lagrangian we will consid­
er is due to Kalinowski.7 In particular we wish to examine 
the relationship between the solutions presented above and 
analogous solutions8 in the nonsymmetric Kaluza-Klein 
theory. Up to a factor of ( - 417') mUltiplying the matter 
terms, Kalinowski's Lagrangian is7 

LK = 9'JLVR/,v(W) + 41Tf=g (H /'vF/,v - 2(g[/,V)FJLv )2), 
(4.1) 

where H JLV g{3JLg/'vH (3a and HJLv is assumed to be an anti­
symmetric "polarization" tensor given in terms of g/,v and 
FJLv by 

g/j{3gy/j Hya + ga/j~YH{3y = 2ga/j~YF{3y. (4.2) 

Note that F/,v = H/,v when g[JLv) = O. 
In order to derive the field equations we must vary the 
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Lagrangian with respect to the independent fields gJLV, WJL , 
and AJL' The variation of HJLV is implicitly determined from 
~gJLV and ~AJL by Eq. (4.2). The field equations which result 
from this variation (see Appendix) are 

RJLv(W) - ~gJLvR (W) = 81TT!v' (4.3) 

(F=i H JL>'),v = 2 (y<IJLvlgla/31Fa/3 ),V, 

where 

T!v - (ga/3H/3vHa}l - 2gla/3IFa/3F}l>') 

(4.4) 

(4.5) 

+ ~g}lv(Ha/3Ha/3 - 2g'a/3IFa/3) +! -,,"V, (4.6) 

and J}lv is the contribution to T!v from (~H}1l'/~g}lV): 

J - 4H H lu/31 4H H TU 1-/31 (47) }lV - a}l /3vg - U}l rEg g/3vg· . 

Note that J}lV = 0 when gil'" 1 = 0, as expected. Moreover, 
g}lvJ}lV = 0 so that T!v is traceless. In general, however, J}lV 
does not appear to be zero and may contribute to the field 
equations. Note that Eqs. (4.3 )-(4, 7) differ from those in Ref. 
7 and subsequent references by a factor of 2 on the right­
hand side of Eq. (4.5) and the inclusion of J}lV in Eq. (4.6). 
Presumably the variation of H}lv was not properly taken into 
account in those references, 

In the static spherically symmetric case with only elec­
tric field present, it is straightforward to show that J}lv = 0, 
and H }lV = F }lV. Thus Eqs. (4.3)-(4.6) reduce precisely to 
Eqs. (2.6)-(2.9) but with A. = 2. The only aspect of the cor­
rected field equations which is relevant to the solution 
quoted in Ref. 8, is the extra factor of2, When this correction 
is taken into account, the solution is seen to be a special case 
of the family of solutions given in Sec. III above, with A. = 2. 
Most of the interesting features quoted in Ref. 8 are therefore 
correct. The only significant modification is that with the 
corrected field equations, the Newtonian mass is exactly 

equal to the integral of F=iT 4
4 • In Ref. 8 these quantities 

incorrectly differed by a factor of ~. 

V. CONCLUSIONS 

We have shown that a one-parameter family of ex­
tended gravitational Lagrangians containing nonlinear 
skewon-photon couplings admits exact static, spherically 
symmetric solutions with remarkable geon-like properties. 
As long as the parameter A. is positive, the electric field, 
charge density, and energy density in these solutions are all 
nonsingular. Moreover, the solutions behave exactly like the 
Reissner-Nordstrom solutions at spatial infinity, with 
charge and mass precisely equal to the integrated charge and 
stress-energy densities, respectively. In this sense the solu­
tions describe "mass without mass" and "charge without 
charge." 

The particular choice of photon-skewon coupling was 
inspired by the nonsymmetric Kaluza-Klein Lagrangian of 
Kalinowski,? although the present Lagrangian is somewhat 
more general, due to the arbitrariness of the parameter A., It 
is interesting to note that the nonsingular properties of our 
solutions do not depend on the particular value of A., only on 
its sign. Although it is a triumph of the Kaluza-Klein ansatz 
that it uniquely predicts such a term in the Lagrangian, the 
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form of the coupling could also have been derived from more 
general arguments; namely requiring coordinate invariance, 
second-order differential equations, and a real Lagrangian. 
In fact, one can also add another term of the form 

41T~ - ggl}lal glv/3IF}lv Fa/3' which also obeys all of the above 
criteria. The effects of such a term are currently under inves­
tigation. 

Much work remains to be done before the physical sig­
nificance of these solutions is known. It is important to dis­
cover whether completely nonsingular solutions exist, and 
whether they are classically stable. This would have impor­
tant consequences for the possible existence of quantum par­
ticles based on these soliton-like solutions. It would also be 
interesting to discover whether the nonsingular aspects of 
the solution are a manifestation of topological properties of 
the full nonlinear theory. Finally, the consequences of the 
photon-skewon coupling for photon propagation should be 
investigated in order to place experimental bounds on the 
parameters in the theory. These questions will be addressed 
in future work. 
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APPENDIX: KALUZA-KLEIN FIELD EQUATIONS 

We derive the field equations which result from varying 
LK in Eq. (4.1) with respect to g}lV and A}l' The "matter" 
Lagrangian of interest is 

(AI) 

where H}lV ~}lg/3vHa/3 is given implicitly by Eq. (4.2). 

Contracting Eq. (4.2) with~Pgp}l yields 

2F/3}l = H/3}l + K/3}l yaHya , 

where we have defined 

K ya g g gyl)..,ap /3}l - 1)/3 P}l is . 

(A2) 

(A3) 

NotethatK/3}l ya = ~/3 y~}l a whengl}lVI = O. Next we multiply 
Eq. (A.3) by H /3}l to find that 

(A4) 

so that 

DLM = 41TD [~] (H }lVH}lv - 2(gI}lvIF}lvf) 

+ 41T~~(H }lvH}lv) - 81T~~(gla/3IFa/3f· 
(A5) 

We now take the variation ofEq. (A2) and multiply by H /3}l: 

2H /3}l~F/3}l = H /3}l~H/3}l + H /3}lK/3}l ya~Hya 

+~K/3}lyaH/3}lHya. (A6) 

The key to solving the variational problem is to note that 
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H (31'f>H(31' + H (3I'K(31' yaf>Hya 

= H (31'f>H(31' + HcrgE(3gTI'K(31' y{jf>Hya 

= H gE(3gTI'f>H + H gE(3gTI'f>H ET (31' (31' ET 

= f>(H (3I'H(3I') - H(3I'HET f>(gE(3gTI'). 

Using Eqs. (A6) and (A7), f>LM reduces to 

8LM = - 21T ~l'yf>gI'Y(Ha(3Ha(3 - 2(g(a (3 lFa(3)2) 

(A7) 

+ 81T[-=g H (31'f>F(31' + 81T[-=g H(3 I' HETgE(3f>gTI' 

- 41T[-=gH (3I'Hyaf>K(31' ya 

- 81T[-=gf>(g(I'Y1Fl'y)2, (A8) 

where we have also used the standard relation 
£ ~ __ 1 £ I'Y U" -g - 2gl'yug. 

The only remaining task is to calculate 

H (31' H f>K ya ya (31' 

= HETHya gE(3gTI'(f>g{j(3 gPI' gy{j~p + g{j(3f>gPI' gy{j~p 

+ g{j(3 gPI'f>gy{j~p + g{j(3 gPI' gy{jf>~P) 

= 2HcrHya ~Tf>gYE - 2HETHya ~T gy{jg{j(3f>gE (3. (A9) 

In Eq. (A9) the identity f>(gI'Vgl'p) = 0 
= gl'Yf>gl'P + f>gl'Ygl'P was used. By rearranging dummy in­
dices and using gy{j = ~y - 2g({jyl we find that 

H (3I'H 8K ya = 4H H g(aT1f>gl'Y ya (3 I' I'a VT 

_ 4H H ,...aTg g(y{jlf>gI'Y 
J.lT ya5 lJv 

(AlO) 

Finally we have 
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f>LM 

= {81T~ - gH(3yHal' ~(3 - 161T[-=g(g(a(31Fa(3)Fl'v 

- 21T~ - ggl'y(H a (3Ha (3 - 2(g(a(31Fa(3)2) 

- 41TJI'Y }f>gI'Y + {81T~ - gH I'Y 

- 161T~ - gg(a(31Fa(3g(I'Yl}f>FI'Y' (All) 
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Massless fermions and Kaluza-Klein theory with torsion 
Yong-Shi Wu and A. Zee 
University of Washington, Seattle, Washington 98195 
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A pure Kaluza-Klein theory contains no massless fermion in four-dimensional theory. We 
investigate the effect of introducing torsion on the internal manifold and find that there are 
massless fermions. The hope is that given an isometry group the representation to which these 
fermions belong is fixed, in contrast to the situation in Yang-Mills theory. We show that this is 
indeed the case, but the representations do not appear to be the ones favored by current theoretical 
prejudice. The cases with parallelizable torsions on a group manifold as the internal manifold are 
analyzed in detail. 

PACS numbers: 04.50. + h, 14.60. - z, 02.20. + b, 02.40. + m 

I. INTRODUCTION 
One of the stumbling blocks facing theorists trying to 

treat Kaluza-Klein theory l-3 as the theory of the world is 
the difficulty of obtaining low mass fermions. 3

,4 

Consider a Kaluza-Klein theory5 based on M 4 XB, 
where B is an n-dimensional compact manifold with an iso­
metry group G. The resulting theory contains Yang-Mills 
fields transforming according to the gauge group G. The 
length scale Ikk of B is of the order of the Planck length 
divided by the gauge coupling constant. It is well known by 
now that if the (4 + n)-dimensional theory contains a mass­
less fermion field, then the resulting four-dimensional theory 
contains an infinite spectrum of fermion fields whose masses 
are determined by the eigenvalues of the internal Dirac oper­
ator i~(int) appropriate to B. Since the natural mass scale is 
set by the huge Kaluza-Klein mass Mkk _I kk I, the observed 
quarks and leptons must correspond to the zero eigenvalue 
of i!JJlint). 

The difficulty is that if B is a homogeneous space 
B = G IB, then i~lint) has no zero eigenvalue. The reason is 
as follows. 5 For G IB (with standard metric) one can show 
that the scalar curvature R is positive. On the other hand, the 
square of the Dirac operator may be evaluated5

.
6 to be 

- D 2 + ! R and is therefore the sum of a non-negative oper-
ator and a positive operator. 

One possible way around this difficulty involves intro­
ducing explicit gauge fields not related to the metric. If the 
ground state of the theory is such that these explicit gauge 
fields assume a topological configuration on B, then zero 
modes exist for the internal Dirac operator. 70

S 

In this paper we investigate an alternative possibility, 
that of introducing torsion on the manifold B. This means 
that we treat the connection CtJQ bc on B as an object unrelated 
to the Vielbein eQ

j • (Our convention is that of Ref. 5. See also 
Appendix A.) Since the internal Dirac operator, which we 
identify henceforth as the mass operator M, is given by 

M=i~(int) = iY'(eQj J j - (i14)CtJQ
bc d'C), (1.1) 

one might easily imagine that with some choices of CtJ one can 
find zero modes of M. 

We show below that the introduction of torsion indeed 
allows the existence of numerous fermion zero modes. Un-

fortunately, there are an equal number of left- and right­
handed zero modes. This is a problem which has cropped up 
repeatedly in contemporary particle theory. 9 To demon­
strate that this is generally the case, one would have to show 
that (1) the Atiyah-Singer theorem is unaffected by the in­
troduction of torsion and (2) torsion does not change the 
Pontryagin number of a manifold. (A partial discussion of 
these points will be given in Appendices Band C.) Thus, our 
discussions would appear to be irrelevant for the real world 
unless we suppose that the fundamental interaction at the 
preon level is left-right symmetric and that the left-right 
symmetry is broken by some as-yet unknown mechanism. 
Nevertheless, we feel that the effect of torsion is worth inves­
tigating in some detail. 

One class of manifolds with torsion consists of the par­
allelizable manifolds defined by Cartan and Schouten. 10 The 
Cartan-Schouten program is a particularly restrictive way 
of introducing torsion on certain manifolds so that the Rie­
mann curvature tensor vanishes. The preceding discussion 
makes it suggestive that zero curvature might allow M to 
have zero modes. Compact Lie groups form a wide class of 
parallelizable manifolds and we will focus on group mani­
folds in this paper. Not surprisingly, we are led, after some 
work, to face certain equations endowed with a rather neat 
algebraic structure which may be of some mathematical in­
terest in themselves. 

We have solved these algebraic equations. It turns out 
that normally fermion zero modes form an even number of 
"families," but the number of zero modes escalates rapidly 
as the rank of the group increases. For example, for SU(5), 
there are four "families" of zero modes in the representation 
1024. 

After our work was completed, we learned that Orzalesi 
and collaborators 1 1 had launched an extensive program of 
studying torsion in Kaluza-Klein theory. In particular, Des­
tri, Orzalesi, and Rossi (in Ref. 11) were the first to point out 
the relevance of torsion for the existence of Dirac zero modes 
and have studied the case of parallelized group manifolds. 
Their analysis, while employing a slightly different formal­
ism, is essentially the same as ours, but they do not determine 
the representation in question for a general simple Lie group 
as explicitly as we do. Also we give a method for reducing 

2696 J. Math. Phys. 25 (9), September 1984 0022-2488/84/092696-08$02.50 © 1984 American Institute of Physics 2696 



                                                                                                                                    

this representation and point out the appearance of the repe­
titive structure in this reduction. They also studied the dyna­
mical basis for compactification with torsion which we do 
not do. For an alternative application of parallelizable tor­
sions in Kaluza-Klein theories, see Ref. 12. 

In Sec. II, a brief review of the Cartan-Schouten pro­
gram is given. In Sec. III, we work out the reduction of fer­
mions in Kaluza-Klein theory. Putting together the materi­
al from these two sections, we find in Sec. IV that the search 
for fermion zero modes leads us to some interesting group 
theory problems which we solve in Secs. V and VI. 

II. TORSION ON GROUP MANIFOLDS 

A manifold is said to have torsion if the connection 1-
form (;)ab is treated as independent of the Vielbein I-form ea. 

Define the torsion two-form by 

(2.1) 

Without torsion, Ta = 0 and so (;)a b is determined in terms of 
ea. The Riemann curvature is given in any case by 

(2.2) 

We focus our attention on compact Lie groups G. The 
points of the manifold are associated with group elements g. 
At a given point, one defines the Vielbein by 

g-I dg = L i(A a 12)ea
• (2.3) 

a 

We normalize the generators of the Lie algebra of G by 

[~ ~] _ ijabc A c , -/ -. 
222 

(2.4) 

(We have chosen the Cartan metric on the group to be just 
(j ab so that we need not distinguish between upper and lower 
group indices.) Differentiating Eq. (2.3), one finds the Car­
tan-Maurer equation 

(2.5) 
Without torsion, we see by referring to Eq. (2.1) that the 

Cartan-Maurer equation implies (;)ab = !jabcec. It is natural 
and pleasing that the connection (;)abc is related to the struc­
ture constantjabc. We now take a "physicist's" constructive 
approach to parallelizable torsions. Adopt the ansatz 

(;)abc = ! K rabc. 
2 J , (2.6) 

this defines a one-parameter family of possible connections. 
A simple computation using Eq. (2.2) and Jacobi's identity 
gives 

R ab =! K (1 -! K )rb'l'cdgedeK. (2.7) 

By definition, a parallelizable connection leads to a van­
ishing curvature tensor. This yields two solutions: 

K = 0, (;)abc = 0, 1" = + 1, 

K = 2, (;)abc = jabc, 1" = - 1. 

The quantity 1" specifies the corresponding torsion by 

(2.8) 

(2.9) 

(2.10) 

Referring to Eq. (AS) in Appendix A, we determine the 
Christoffel symbol to be 

r k ka a . h 
ij = e a iej m t e 1" = + 1 case, (2.8') 
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and 

r ij k = - (akei a)eaj in the 1" = - 1 case. (2.9') 

Note that since (;)a b transforms as a connection and not 
as a tensor I-form, the relations in Eqs. (2.8) and (2.9) are 
clearly specific to the Vielbein basis defined by the left-invar­
iant one-form in Eq' (2.3). 

The preceding is a simple realization for group mani­
folds of the Cartan and Schouten theory of parallelizable 
connections. They posed themselves the following problem. 
Given a Riemannian manifold with a metric g .. and a Chris-

/) 
(0) 

toffel symbol r ij k constructed from the metric, is it possible 

to find a tensor Sij k such that the following three conditions 
(0) 

hold (defining r/=r / + S/)? 

(0) 

( 1) The geodesics for r are the same as those for r . 
(2) The covariant derivative of g ij relative to r vanishes. 
(3) The curvature tensor constructed from g .. and r.. k 

I) lj 

vanishes. 

I t is easy to see that conditions (1) and (2) imply that Ski 

is totally antisymmetric. We understand that Cartan and 
Schouten prove a nontrivial theorem stating parallelizable 
manifolds (i.e .. , those allowing parallelizable connections) 
besides Euclidean spaces are group manifolds and the seven­
sphere S 7. To appreciate this last statement consider simply 
setting the connection one-form (;)ab = 0 on an arbitrary 
manifold. This certainly insures R a b = O. However, in the 
Cartan-Schouten construction, one replaces a torsion-free 

(0) 

connection (;)a b by 

(0) 

(;)Q b = (;)a b + A a b' (2.11) 

where A ab is required to be a tensor one-form. By simply 
(0) 

setting A a b = - (;)a b one defines, in a coordinate-dependent 
way, a A a b (and therefore (;)a b) which is not globally defined 
(i.e., singular somewhere) on the manifold, except for those 
named in the Cartan-Schouten theorem. 

We return to our discussion of group manifolds. There 
exists a beautiful theorem that on group manifolds the Viel­
bein defined in Eq. (2.3), which is obviously left-translation 
invariant, gives a set of Killing vectors 

sf = ef· (2.12) 

This can be easily proven in the following way. 
Written out in component form, the Cartan-Maurer 

equation states 

a e a - a e a = jabcebec 
I J ) I I }' (2.13) 

Multiplying by ediefjeak we find that the Killing vectors de­
fined in Eq. (2.12) satisfy Lie's equation 

(2.14) 

It is now easy to show that the metric gij = eaieaj admits the 
sf as Killing vectors. One verifies, by using Lie's equation, 
that the Lie derivative of the metric along a Killing vector 
vanishes: 
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!f agij = 5 ak (Jk gij) - (Jk 5ai)~j - (Jk 5 aj) tk = O. 
5 (2.15) 

[Incidentally, a group manifold may be thought of as 
the symmetric space G X G IGD , where GD is the diagonal 
subgroup of G X G. The isometry could be effected either by 
left or by right multiplication of group elements, corre­
sponding to the two choices of writing g-I dg or dg g-I in 
Eq. (2.3). It is well known in mathematics that the 7 = + 1 
connection in the right-invariant Vielbein corresponding to 
dg g-I has the same form as the 7 = - 1 connection in the 
left-invariant one, and vice versa. So we need to do the analy­
sis only with the left-invariant Killing vectors.] 

III. REDUCTION OF FERMION FIELD 

We discuss here the reduction of Dirac fields in Ka­
luza-Klein theory with torsion. The discussion is for a gen­
eral internal manifold B with an isometry group G. 

Start with the Dirac Lagrangian in (4 + n)-dimensional 
theory: 

!f = iPiyl'(Jit - (il4)a"'t'J wat'Jil) Ip -Vtiyl' fiJ il Ip. (3.1) 

Our notation is the same as in Ref. 5. Briefly, Greek 
indices, fl, v, ... , a, {3 ... refer to the "external" four-dimen­
sional space while Latin indices i,j, ... a,b, ... refer to the "in­
ternal" space. The "hat" notation is used when we have to 
refer to the entire (4 + n)-dimensional space. We also find it 
convenient occasionally to refer to the "internal" coordi­
nates Xi collectively as y and to the "external" coordinates as 
x. 

Fortunately, if we are interested only in dimension-4 
terms in the four-dimensional theory, we do not have to 
compute every component of wat'Jil' By a dimensional argu­
ment we can see that we can effectively set the connection in 
the Vielbein basis to be 

lexl) 
UJ a{3r ~ a{3r ' 

~aba-eai(db Jj5~ - 5~Jj e~)A~e:. 

(3.2) 

Here 5; denotes the Killing vector corresponding to the gen­
erator of G labeled by the index r and A ~ denotes the corre­
sponding gauge potential. We have chosen the Cartan metric 
to be flat 0: {) rs. 

The Dirac field Ip transforms as a spinor under the local 
group SO(4 + n) [or SO(3 + n, 1)]. Recall that the theory of 
orthogonal groups is such that the spinor index carried by 1[/ 

factorizes into a spinor index for SO(4) and a spinor index for 
SO(n). The gamma matrices factorize accordingly: 

y" = y"xy", 

y" = 1 Xy", 

(3.3a) 

(3.3b) 

Ys = Ys X Ys' (3.3c) 

Note that the presence of Ys in Eq. (3.3a) but not in (3.3b) is 
necessary in order for [y",y" I = O. In Eq. (3.3c) the notation 
is such that the three Ys denote the Ys matrix for the Clifford 
algebra corresponding to SO(4 + n), SO(4), and SO(n), re­
spectively. 

Combining Eqs. (3.2) and (3.3) we find that 
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(3.4) 

Here fiJlexl) and fiJlinl) are the covariant derivatives (not in-
I-' I-' 

eluding the Yang-Mills potential) constructed out of UJle") 

and UJ
linl

), the "external" and "internal" connections, respec­
tively. The eigenvalues of the operator M =iy' fiJlinl) deter­
mine the fermion mass spectrum in the resulting four-dimen­
sional theory and so M may be identified as the mass 
operator. 

The operators 

iTr= 5;' Jj + (il4)eai (ei Jj5 ~ - 5: Jj eb) (3.5) 

are very interesting. We see that if Eq. (3.4) is to describe 
correctly the coupling of the Yang-Mills potential to fer­
mion fields, we must have 

(3.6) 

(3.7) 

The operators Tr have been discussed previously by 
Wetterich 13 and by Tanaka. 14 The derivation given by Tan­
aka is different from the direct approach followed here and 
offers additional insight into the origin of Tr • We continue 
this discussion paying special attention to the case with tor­
sion. 

Since we want to add torsion only in the internal mani­
fold, among the components of ~at'Jy in Eq. (3.2) !lone other 
than ~abc should be changed, and the change of UJ abc is sim­
ply to add torsion in UJ~~~). The operators Tr given by Eq. (3.5) 
are unchanged by addition of torsion only in the internal 
manifold. However, if we express Tr in terms of the covar­
iant derivative in the internal space, the expression differs in 
the cases with and without torsion. Recall that in the case 
without internal torsion, we have 

iTr-5~(Ji - (iI4)UJabi ifb) + (il4)e~e~ 5};kifb, (3.8) 

where 5};k is the usual covariant derivative of 5 j. But, if 
there is internal torsion, using Eqs. (A4) and (A6) of Appen­
dix A we can rewrite Tr as 

iTr = 5 ~ Ji + (iI4)ifb 

X [e~e£(Vj 5ri - Tijk 5~) - UJ abk 5~]' (3.9) 

where 

Vj 5~ = Jj 5~ + r~j5~' (3.10) 

According to Eqs. (3.6) and (3.7) the eigenmodes of M 
corresponding to a given eigenvalue furnish a representation 
of the group G. One defines 14 spinor harmonics U (y) by the 
equation 

(Tr)NN' U~,±)K(y) = (t~oyK'U~±)K'(y). (3.11) 

Here N denotes a spinor index (of the internal space), (7 speci­
fies the representation of the group G, and K labels the com­
ponents of the representation (7. We write the representation 
matrix in the representation (7 as t ~(7). Furthermore, since T, 
commutes with Ys of the internal space, the harmonics can 
be chosen to be chiral eigenstates 

ysUI±)= ±UI±). (3.12) 

On the other hand, M anticommutes with Ys and so takes 
UI+)into UI-): 
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(3.13) 

We can now expand the field 1[1 as a sum of the spin or har­
monics over the internal manifold: 

1[1(+) = I { t/iu+ )K(X)U1u+ )K(y) + f/'Iu~ IK(X)Ulu~ IK(y)}. 
u,K 

(3.14) 

The coefficients f/'Iu ± )(x) in this expansion are the fermion 
fields of the four-dimensional theory. The expansion in Eq. 
(3,14) is for a right-handed field 

ysl[ll+l= + 1[11+1, (3.15) 

The correlation of chirality in Eq. (3.14) is dictated by Eq. 
(3.3c), 

IV. FERMIONS ON GROUP MANIFOLDS 

Here we specialize the discussion of the preceding sec­
tions to group manifolds. In this case, the operators T sim­
plify to the form 

T a = - i( t a) a) - (i/4 )aP'iabe) 

(4.1) 

(Since the number of group labels is now equal to the dimen­
sion of the manifold, we identify the indices r, s, ... as a, b ... , 
keeping in mind that T a is independent of the presence of 
torsion.) 

We find it useful to define the operators 

x a- _ ita) a) and ya - A aPe jabe, 

as indicated in Eq. (4.1). The presence of ya in this equation 
reminds us that under a Killing displacement one has to turn 
the spin or indices on a Dirac field. We note the algebraic 
structure 

[Xa,xb] = ifabex e, 

[Xa,yb] = 0, 

[ya,yb] = ifabeye, 

(4.2) 

(4.3) 

(4.4) 

which follows from Lie's equation and from Jacobi's identi­
ty. This insures the correct commutation relation for Ta. 

Clearly, if one were to reduce scalar fields in Kaluza­
Klein theory, x a would play the role of Ta. Scalar harmon­
ics are defined by an equation analogous to Eq. (3.11): 

XaV1U)K(y) = (t1a)a)KK·V1U)K'(y). (4.5) 

[For G = SO(3) the V (y)'s are just the standard rotation 
functions.] Similarly, we can represent the algebra as real­
ized by the ya,s [Eq. (4.4)]: 

(4.6) 

We learn from Eqs. (4.1)-(4.4) that we have here a prob­
lem analogous to the addition of angular momentum in 
quantum mechanics. We can decompose 

(4.7) 

Here C denotes generalized Clebsch-Gordon coefficients. 
The dependences of U on the spinor index and on the coordi-
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nates of the internal manifold separate. 
The mass operator 

M = iy(eci aj - (i/4)cuabe o"b) (4.8) 

depends on torsion. Referring to Eqs. (2.8), (2.9), and (2.12), 
we see that for group manifolds M has the elegant algebraic 
form 

(4.9) 

where K is a real parameter as defined in Eq. (2.6). For the 
case of no torsion, K = 1. For 'T = + 1, K = 0, and for 
'T = - 1, K = 2. The fact that M commutes with T a follows 
from the algebraic equations, Eqs. (4.1)-(4.4), and from the 
fact that ya transforms in the adjoint representation: 

(4.10) 

We know from a general theorem that for K = 1, the 
torsion-free case, M has no zero mode. As K varies over the 
real line, zero modes may appear. In particular, consider the 
two parallelizable cases. The 'T = + 1 case is easier and will 
be discussed first. 

For'T = + 1, M = iyat a
) a), and so it follows immedi­

ately that there is one class of zero modes for which U (y) is 
independent of y. To put it more formally, we set 0'\ in Eq. 
(4.7) to be the trivial representation so that we simply have to 
solve Eq. (4.6). This group theoretic problem is treated in the 
next section. It can be shown that such zero modes are the 
only ones, because 

M 2U=(X a+ ya)2u-(yafU=0, (4.11) 

and because of the property of the Casimir invariant. 

V. A GROUP THEORY PROBLEM 

We now address the group theoretic problem encoun­
tered in the last section. We will phrase the problem in some­
what more general terms in order to clarify the problem. 

Given a Lie algebra G, let A (G) = SO(N), where N = 
the number of generators of G. [With the choice that the 
Cartan metric can be just the Kronecker delta, as in Sec. II, 
the elements ofSO(N) are automorphisms of G.] Let the gen­
erators of SO(N) be represented by the matrices O'be' 
b,c = L.N, in some representation r. Define a set of matrices 
Ya by 

Then, one can verify, using the Jacobi identity, that 

[Ya'Yb] = ifabe Ye' 

(5.1) 

(5.2) 

Thus, Ya furnishes a representation of G. The definition of 
Ya [Eq. (5.1)] defines a map from the set of representation of 
A (G ) into the set of representations of G. We will refer to this 
map as a projection and write P (r) as the representation of G 
corresponding to a representation r of A (G). In the last sec­
tion we are specifically interested in the projection of the 
spinor representations of A (G) = SO(N) [or, strictly speak­
ing, of the spin (N) covering ofSO(N)]. We want to determine 
PIs). 

[Our knowledge of the mathematical literature is rather 
limited. However, as far as we can determine by cursory 
discussions with a couple of mathematicians, our treatment 
is not in the standard mathematical literature. Partial results 
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have been given for the special cases SU(2), SU(3), and SU(5) 
by Destri et al. II] 

One can easily prove a series of fairly obvious theorems. 
Theorem 1: The projection of a reducible representation 

is reducible. The projection of an irreducible representation 
mayor may not be reducible. 

Theorem 2: P(rlxr2) = P(rl )xP(r2). 
This theorem allows us to determine the projection of 

any representation ofSO(N) once we know PIs). 
Theorem 3: The projection of the vector representation 

of SO(N) is the adjoint representation of g. 
For example, for G = SU(3), A (G) = SO(8), and 

P (~) =~. Theorem 2 allows us to find, for instance, 

P (28) = 10 + 10 + ~. The reducibility of P (28) illustrates 
Theorem 1. 

Clearly, the dimension of P (r) is the same as the dimen­
sion of r. This provides one clue to determining P (s): the 
dimension of P (s) is equal to an integral power of2. Inciden­
tally, this proves rather indirectly the nonobvious theorem 
that any Lie algebra has a representation with dimensions 
equal to an integral power of 2. 

We can exploit the fact that we know the explicit form 
of aab = (il2) [Ya 'Yb ] for the spinor representation to evalu­
ate the quadratic Casimir invariant for P (s): 

= ~fabc iabc· (5.3) 

We used Jacobi's identity and properties of the gamma ma­
trices. The fact that Ya Ya comes out to be proportional to 
the unit matrix proves another theorem. 

Theorem 4: P (s) is either irreducible or a single irreduci­
ble representation repeated. (The number of repetitions is a 
power of2.) 

These considerations allow us to determine P (s). After 
all, for a given G, there are not many representations of G 
with dimensions equal to 2[N 12J/2k + I with k a non-negative 
integer. (Here [N /2] is the smallest integer not less than N / 
2.) It turns out that we have to express our solution using the 
Dynkin language. Our notation is the standard one as may 
be found in Refs. 15 and 16, for instance. 

Recall that a representation is characterized by its high­
est weight A. Label the representation by A. The roots of the 
algebra are denoted by a i • Let 8 be half of the sum of the 
positive roots: 

1 
8=- I a i • 

2 positive 
roots 

There exists a theorem thae 6 

2(8,aj ) = (aj,aj ). 

(5.4) 

(5.5) 

The scalar product between two vectors a and /3 is given by 

(5.6) 
i,j 

where the Dynkin metric Gij is listed in tables. 15 The a i are 
the components of a in the Dynkin basis. The number of 
components is equal to the rank of G. Also, recall the famous 
Weyl formula for the dimension of a representation A: 
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dim(A) = II (A + 8,ai ). 

positive (8,a;) 
(5.7) 

roots 

The quadratic Casimir invariant of the representation A is 
given by 

C(A ) = (A,A + 28). (5.8) 

In this language, we can write Eq. (5.3) as 

CIA (P(s))) = A dim(adj)C(adj). (5.3') 

Here "adj" refers to the adjoint representation. We have to 
find a representation A which satisfies Eq. (5.3'). 

We assert the following. 
Theorem 5: The highest weight of P (s) is 8. 
From Weyl's formula [Eq. (5.7)] we see immediately 

that 

dim(8 ) = 21number of positive roots), (5.9) 

which indeed is a power of 2. 
To check Eq. (5.3') we evaluate 

C (8) = 3(8,8) (5.10) 

using Eq. (5.8). Now, according to the theorem in Eq. (5.5),8 
has the elegant form 

8 = (1,1,1, ... ,1) (5.11 ) 

in the Dynkin basis, and so 

(5.12) 
i,j 

is just the sum of all the entries in the Dynkin metric. Unfor­
tunately, the Dynkin metric Gij differs from Lie algebra to 
Lie algebra and so we have to evaluate C (8) separately for the 
different cases in Cartan's classification. Furthermore, Aadj 

has different forms for different algebras and the evaluation 
of C (adj) also has to proceed case by case. 

Before we go to the general evaluation there are some 
simple cases for which the preceding formalism is not neces­
sary. For G = SU(2), A (G) = SO(3), we can use the explicit 
form aab = - Eabc Tc for the spinor representation to evalu­
ate Ya = (1I2)Ta so that P (s) = 2. The projection in this case 
obviously just expresses the iocal isomorphism between 
SO(3) and SU(2). For G = SU(3), A (G) = SO(8). After some 
thoughts, one finds P (s) = ~. According to Theorem 3, P 
(vector) = 8. This is consistent with the famous automor­
phism of S'O(8) in which the two 8's of spinor and the 8 of 
vector can be transformed into each other. In fact, we can 
exploit this automorphism to determine P (s) in the first 
place. Let if"b and a::b be the generators ofSO(8) in the spinor 
and vector representations, respectively. There exists a simi­
larity transformation 

if"b = Y a::b Y-l. (5.13) 

Multiplying by iabc and summing over a, b we obtain an 
explicit construction of P (s). 

The general evaluation below uses Tables 7 and 8 in 
Ref. (15): 

An(SUn+ 1): C(8) =! n(n + l)(n + 2), 
C(adj) = 2n + 2, 
dim(adj) = n(n + 2); 
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Bn(S02n+l): C(D)=!n(2n-I)(2n+ 1), 
C (adj) = 2(2n - 1), 
dim(adj) = n(2n + 1); 

Cn(SP2n): C(D) =! n(n + I)(2n + 1), 
C(adj) = 2n + 2, 
dim(adj) = n(2n + 1); 

Dn(S02n): C(D) = ~n(n - I)(2n - 1), 
C(adj) = 4n - 4, 
dim(adj) = n(2n - 1); 

G 2 : C (D) = 14, dim(D) = 64, 
C (adj) = 8, dim(adj) = 14; 

F4 : C(D) = 117, 
dim(D) = 16777 216, 
C (adj) = 52, dim(adj) = 52; 

E6: C (D) = 234, 
C (adj) = 24, dim(adj) = 78; 

E7: C(D) = 1197/2, 
C (adj) = 36, dim(adj) = 133; 

E8: C (D) = 1860, 
C (adj) = 60, dim(adj) = 248. 

I t is amusing to see that for all simple compact Lie groups the 
irreducible representation 15 with the highest weight 
(1,1, ... ,1) in the Dynkin basis satisfies the relation 
C (D) = A N (adj)C (adj). 

The repetition number, mentioned in Theorem 4, of the 
irreducible representation 15 in P (s) is simply the quotient of 
the dimension of s, the spinor on the group manifold, over 
that of 15, namely 21N !2J/dim(D). Thus, here see the natural 
emergence of something like family structure, with the num­
ber offamilies restricted to be a power of2. For example, for 
SU(5), the zero modes form four families of the representa­
tion 1024. 

Thus, except for the lowest ranked groups, we obtain an 
exceedingly large number of zero modes. For instance, for 
F4 , there are more than 16 million fermion zero modes! The 
reason is clearly that the number of zero modes increases 
exponentially in the number of generators in the group. We 
find it extremely unlikely that these zero modes could corre­
spond to quarks and leptons. It is perhaps conceivable that at 
some preon level the gauge group is small, SU(2) say. One 
could also imagine a Kaluza-Klein theory with the internal 
manifold SU(3) X SU(2) X SUI 1). But the fermion representa­
tion appears to be incorrect. 

We recognize that Eq. (5.3') is a necessary but not suffi­
cient condition. Thus, strictly speaking, we have only found 
a candidate solution and we have not proved that our solu­
tion is the solution. However, it seems highly unlikely that 
another representation exists with first the right dimension 
(a power of 2), and second, the right Casimir invariant [Eq. 
(5.3')], In particular, for those groups in which tables exist, 17 
one can easily verify that our solution is unique. We have not 
bothered to try to complete the proof because unfortunately 
these zero modes appear to be irrelevant for phenomenology. 

VI. SEARCH FOR ZERO MODES 

We now return to the other parallelizable case in which 
7' = - 1. The mass operator simplifies to 

M= iy"P. (6.1) 
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The equation for zero modes MU = 0 can then be written as 

(6.2) 

with y" and t a acting on the spinor and group indices, respec­
tively. (We suppress the index 0".) Alternatively, regard U as 
a (rectangular) matrix with a spinor index and a group index 
and write the rather strange matrix equation 

(6.2') 

(t is the transpose of t.) 
A direct approach would involve using the harmonic 

expansion in Eq. (4.7). The equation MU = 0 then gives an 
equation involving t (a'), t (a2

), and Clebsch-Gordon coeffi­
cients. 

Let us apply M to Eq. (6.2) again 

(y"Y' ® t at b)U=O=(1 ® t2+~ifbrbc ® tel. (6.3) 

We recognize the appearance of the operator Ya so that Eq. 
(6.3) may be written as 

(2Ya ®ta )U=t 2 U. (6.4) 

Here t 2 is the second Casimir invariant of the representation 
0" which U transforms as. The discussion of the preceding 
section on the property of Ya tells us that for a given group 
the representation 0"2 appearing in the Clebsch-Gordon de­
composition of u(a) in Eq. (4.7) is determined [to be the one 
with the highest weight 15 = (1,1,1, ... ,1)]. For a given 0", the 
representation 0" must appear in the direct product 0" ® 0"2·' 

Alternatively, one can regard Eq. (6.4) as an eigenvalue prob­
lem determining the representation 0" to which the zero 
modes, if any, belong. [Of course, one must still insure that 
Eq. (6.2) is satisfied.] 

For the simplest case SU(2) it is quite easy to prove that 
there is no nontrivial solution. For SU(2), Ya = 7'a/2. We 
"square" Eq. (6.4) 

(7'a ® ta )(7'b ® tb)U = (t 2fu = (1 ® t 2 - 7'a ® ta)U. (6.5) 

Using Eq. (6.4) again we find t 2 = t 2 (1 - t 2) which only has 
the trivial solution t 2 = O. For groups larger than SU(2), a 
similar, but not so simple, analysis18 can be made to show 
that the only solution to Eq. (6.2) is that with t 2 = O. There­
fore, in the 7' = - 1 case, fermion zero modes are singlets. 

VII. CONCLUSION 

We conclude that with the introduction of torsion, Ka­
luza-Klein theories can have massless fermions, but not 
chiral fermions. Given a gauge group the fermion represen­
tation is determined. For parallelizable torsion, the repre­
sentation is enormous for any but the smallest gauge groups. 
This is evidently related to the high dimension of group man­
ifolds. As one possibility, we may reduce the dimension of 
the manifold by looking at a coset homogeneous space G / H 
instead of G itself. For instance, for SOl 10), well known to be 
a leading candidate for a group relevant to the real world, we 
might look at S9 = SO(1O)/SO(9). But unfortunately, S9 is 
not parallelizable in the Cartan-Schouten sense. Modulo 
this difficulty, theories with spheres as internal manifold 
look quite promising to us. On S9' the spinor is 16 dimension­
al. Thus, the fact that in SOl 10) grand unification fermions 
belong to the 16 may be explained in the Kaluza-Klein con-
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text. The geometry of the internal manifold may be reflected 
in the fermion spectrum. 

In general, one can introduce an arbitrary amount of 
torsion, not necessarily just so as to make the Riemann cur­
vature tensor vanish. By varying the parameter K so that the 
scalar curvature becomes negative, one may obtain, conceiv­
ably, massless fermions belonging to representations favored 
by current theoretical prejudice. But one would then be hard 
put to justify choosing that particular value of K. 

These and other questions discussed here should be in­
vestigated further. 
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APPENDIX A: CONNECTION AND TORSION 

We briefly recall some elementary facts about differen­
tial geometry with torsion. Our notation is essentially that of 
Ref. 5 to which the reader unfamiliar with the subject may 
wish to turn. 

One defines orthonormal basis vectors ea and coordi­
nate basis vectors ei on the manifold. The Vielbein is defined 
by expanding 

(AI) 

The connection and the Christoffel symbol are defined by 
infinitesimal transport of the basis vectors: 

Viea = - UJa bieb , 

Viej = r; ek • 

Combining Eqs. (AI)-(A3) one finds 

J k rke'" b k 0 iea + ji a + UJa ieb = , 

which can be rewritten as a relation between rand UJ, 

(A2) 

(A3) 

(A4) 

r; = - (Jie~ + UJa bie~)ei. (A5) 

Recalling the torsion one-form is defined by T a = dea 

+ UJa b eb we see that 

r~ - r; = T;. (A6) 

The Christoffel symbol r ~ is symmetric in its two lower 
indices in the absence of torsion. 

APPENDIX B: DIRAC OPERATOR WITH TORSION 

In this appendix we discuss properties of the Dirac op­
erator with torsion to see more closely how the usual positi­
vity argument for the absence of zero modes breaks down in 
this case. We will consider only the internal manifold. 

The internal Dirac operator is 

i~t/J = irl"»i t/J = it'e~(l"»i - (i/4)d'<"UJbci ) t/J. (Bl) 

Here UJ bci is a generic connection with torsion. Using Eq. 
(A5) in Appendix A we can prove that 

l"»i(yjl"»j) t/J = rl"»;l"»j t/J, 
i.e., [yj,l"» i] = O. (B2) 
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Here we note that the proper definitions for the action of ~ i 
on both sides are not actually identical: 

l"»i(yjl"»j t/J) = (Ji - (i/4)u"bUJabi)(re!~j t/J), (B3) 

~i (l"»j t/J) = (Ji t5; - r; - (i/4)u"bUJabi t5;)(l"» k t/J) 
(B3') 

because of the difference in transformation property of (yj 
xl"» j t/J) and l"» j t/J. Here r; is the connection with torsion in 
the coordinate basis. 

From Eq. (B3') it follows that 

[l"»pl"»j] = -(i/4)u"bR abij - T~ l"»k' (B4) 

where T~ = r; - r~. Therefore by using Eqs. (B2) and 
(B4) it is easy to obtain 

(i~)2t/J = ! - g'jl"» il"»j + A o,iju"bRabij - (i/2)o,ijT~l"» k J t/J. 
(B5) 

The first term on the right side is still a non-negative opera­
tor even if l"» i has torsion in it, 

I dny../it/Jtg'jl"»il"»j t/J 

= - f d n y../i{ g,ij(l"» i t/J)t(l"» j t/J) + (l"»; tj)(l"» j t/J) 

(B6) 

since the second and third terms in this equation vanish iden­
tically. However, both the second and third terms in Eq. (B5) 
are not necessarily positive definite. Therefore, the addition 
of torsion in the Dirac operator may lead to the appearance 
of zero modes. 

Incidentally, if there is no torsion, then the second term 
in Eq. (B5) collapses to 

1 .-ij ....ilbR _ l-"b ....cdR - 1 R 
8 U' U abij - gU U abed - 4. ' 

because of 

(B7) 

R abed = R edab , R abed + Raedb + Raabe = O. (BS) 

However, when there is torsion, the two properties of Rabij in 
Eq. (BS) are no longer true, and so neither is Eq. (B7). 

APPENDIX C: INDEX THEOREM AND PONTRYAGIN 
NUMBER IN THE PRESENCE OF TORSION 

The fact that we obtain equal number ofleft- and right­
handed zero modes is perhaps not surprising. A heuristic 
argumene9 goes roughly as follows. 

Torsion can be switched on continuously. One can 
write the UJ" connection one-form, as 

(0) 

(UJ,)ab = UJab + tA ab (CI) 
(0) 

so that as t goes from 0 to 1 the connection goes from UJ to 
(0) 

UJ = UJ + A. The difference between the number of left- and 

right-handed zero modes (n L - n R) is zero for t = 0 and so 
by continuity it should not jump to an integer value as t 

vanes. 
This argument is basically correct. However, there are a 

few technical gaps which we need to fill in to turn it into a 
proof. Here, in fact, we need more than continuity since (nL 
+ n R) does jump discontinuously as t varies. The crucial 
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point is that unlike (nL + nR), the quantity (nL - nR) is re­
lated by the Atiyah-Singer index theorem to a topological 
quantity, which is constant against continuous deformation 
of connections. 

Therefore, to turn the above argument into an explicit 
proof we have to show that (1) the index theorem and (2) the 
Pontryagin numbers are not affected by the presence of tor­
sion. 

It should be straightforward to check (1). Here we only 
check (2). 

Recall that in the index theorem2o 

nL - nR = - fM [I - f4 PI + sioo(7Pi - 4P2) + ... ], 
(C2) 

the right-hand side involves only Pontryagin numbers (Pk 

a: tr R 2k). We want to show that Pontryagin numbers are 
(0) 

not changed by torsion. Let Rand R be the curvature two-
(0) 

form constructed out of the connection one-forms wand w, 

respectively. We now prove that 

f tr R 2k = J tr ~) 2k (C3) 

(where the integrals are over a compact 4k-dimensional 
(0) 

manifold) if w - w = A is a tensor. 

It suffices to show that 
(0) 

tr R 2k - tr R Zk = dX, (C4) 

where X transforms covariantly. We emphasize that we 
know tr R 2k is locally exact. Indeed, in a previous work we 
have derived the representation [Eq. (3.15) of Ref. 21] 

tr R 2k = d [2k f dt Str{ w,(t dw + t 2w2fk - I] ]. (C5) 

The properties of the symmetric trace Str may be found in 
Appendix B of Ref. 20. The point is that the quantity in the 
square bracket does not transform covariantly and so tr R 2k 

is not globally exact and its integral over a compact manifold 
does not necessarily vanish. The claim in Eq. (C4) is that 

(01 

tr R 2k - tr R 2k is globally exact. 

For k small, one can verify Eq. (C4) by explicit compu­
tation using Eq. (C5). For arbitrary k this approach becomes 
unwieldy. Instead, define w, as in Eq. (Cl) and define 

(0) (0) 

R,_dw, + w; = R + t DA + t 2A 2. (C6) 

~ ~ 
Here D is the covariant derivative with the connection w. 

Then we find 
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= 2k Str(D,A,R ~k - I) 

= 2k d [Str(A,R :k - I)]. (C7) 

Here D, is the covariant derivative with the connection (li,. 
The last step in Eq. (C7) follows from a property of Str [see 
Eq. (B13) of Ref. 20] and from the Bianchi identity D, R, 
= O. The square bracket in Eq. (C7) transforms covariantly 

provided that A ab is a tensor one-form and so Eq. (C4) fol-
lows. 

Again, one may be tempted to argue that Eq. (C7) fol­
lows merely from continuity. However, one needs the addi­
tional input that A transforms covariantly. 

Equation (C4) can be easily generalized to the cases in 
which the Pontryagin densities are of the form tr R 2k,. 

tr R 2k, ••• tr R 2k,. So the generic Pontryagin members are 
also unchanged by addition of torsion. 

Incidentally, the discussion here amounts to an indirect 
proof that the Pontryagin densities for group manifolds van­
ish. Of course, one can compute them directly by using Eq. 
(2.7). 
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I. INTRODUCTION 

Systems in thermodynamical equilibrium satisfy the 
variational principle which implies a delicate balance 
between energy and entropy. Perturbations necessarily in­
crease the free energy. Starting from this observation one can 
derive inequalities for the correlation functions of classical 
lattice systems. 1,2 It was noted l that the energy-entropy in­
equalities show a formal analogy to quantum-mechanical 
inequalities. 3

,4 In the present paper the analogy is elaborat­
ed. As a result new inequalities are obtained. They are ap­
plied in a subsequent paper5 to derive lower bounds for the 
fluctuations of an order parameter. 

The quantum-mechanical inequalities relate moments 
of time-dependent autocorrelation functions. In fact an infi­
nite chain of inequalities exist6

•
7 between moments jJ, n of dif­

ferent order n. It can be shown that an upper bound for the 
moment jJ, _ 1 implies a lower bound for the moment jJ, I' In 
this way the quantum energy-entropy inequality (in its sym­
metrized form) is a consequence of the Roepstorffinequality 
[inequality (10) of Ref. 4, implicitly present in (BI8) and 
(B20) of Ref. 3]. 

By analogy the same relations hold for the classical in­
equalities. The energy-entropy inequality of Ref. 1 in its 
symmetrized form is a consequence of a new inequality 
which is derived in the present paper, Also the analog of the 
infinite chain of moment inequalities is derived. 

In the next section the notations are fixed. In Sec. III 
the origin of the analogy is discussed. Section IV introduces 
the moments of classical correlation functions. The basic 
relations between consecutive moments are derived. As a 
consequence bounds on moments always appear as pairs of 
inequalities. In Sec. V such pairs of inequalities are derived, 
In Sec. VI a short discussion follows. The Appendix elabor­
ates the relation with the theory of modular automorphisms. 

II. NOTATIONS 

The configuration space of the classical lattice system is 
the product space K 00 of local configuration spaces 
K;.iEZ v:K 00 = II;K;. The local spaces K; are all copies of 
one and the same probability space (K,po), e.g., a compact 
group K with Haar measure Po' 

The interaction of the system is given by a set of func-
tions 

( rp (X) IX finite subset of Z v J . -

Each element rp (X) is a continuous function of the configura­
tions in X. Assume that 

Ilrp II = sup L Ilrp (X )11 00 < + CfJ. 
I X:iEX 

(1 ) 

The local Hamiltonians are defined by 

(2) 

Let us from now on fix a finite subset A of Z v. Consider 
aA-Iocal transformation U of the configuration space, i.e., U 
is a continuous invertible map of K 00 into itself which does 
not change the configuration outside A. It is assumed that 
the a priori probability measure Po is invariant under U. The 
change in energy due to the transformation U is measured by 
the variable 

(3) 

In the latter expression the summation is restricted 
to the sets X which intersect A. One has 
P = lim A tzv!(H A 0 U -I - H A ). From (1) there follows 

liP 1100 <N(A IIlrp II· (4) 

[N(A ) denotes the number of points in A.] 
Hence P belongs to Crf: (K 00), the algebra of real-valued 

continuous functions on K 00 • 
Let us finally fix a normalized regular Borel measure p 

on K 00 describing the equilibrium state of the system. As­
sume thatp satisfies the DLR equations for the a priori prob­
ability measure Po and the interaction <p at inverse tempera­
ture {J = 1. Then it follows for all A in Crf: (K 00) that 

p(AoU) =p(Ae- 2P
). (5) 

The latter equation is the starting point of the present paper. 

III. THE ANALOGY 

The formal analogy between the classical and quantum­
mechanical inequalities is unraveled. In the next sections the 
classical inequalities will be derived by use of the analogy, 
i,e., by translating the quantum-mechanical inequalities and 
copying the proofs. 

In the quantum case the time-dependent correlation 
function is given by 

1(1) = p(x·x,). (6) 

It satisfied the KMS boundary condition8 which states that 
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the function I has an analytical continuation in part of the 
complex plane, such that 

I(t + i) = p(x/x*). (7) 

One also considers the symmetrized correlation function 

F(t) =/(t) + I( - t + i) =p(x/x* +xx*/). (8) 

The latter clearly satisfies the relation 

F(t+ i) =F( - t). (9) 

The inequalities of interest here3.4.6.7 are direct conse­
quences of the KMS boundary condition. Hence it is obvious 
to look for a time-dependent correlation function of the clas­
sical system which satisfies an analyticity property similar to 
the KMS boundary condition. However one cannot expect 
that the time evolution needed in the classical case coincides 
with the physical time evolution of the classical system. In­
deed a physical time evolution of microscopic nature need 
not exist (see, e.g., the models with discrete spins). Moreover 
the classical limit of the KMS boundary condition9 is no 
longer expressed as an analyticity condition but either as a 
static equation or as a differential equation. 10 In some cases 
one can study the classical limit of the quantum inequalities. 
But in the limit the outlook of the inequalities changes, and 
the formal analogy gets lost. 

In the quantum inequalities the noncommutativity of 
the operators x and x* (the Hermitian conjugate) is impor­
tant. The classical surrogate for the Hermitian conjugation 
will be derived from a local transformation U of the phase 
space, as introduced in the previous section. The desired 
choice for (the classical analog of) the time-dependent corre­
lation function turns out to be (using the notations of the 
previous section) 

I(t) = p(Ae2iP,). (to) 

Because the function P is bounded, an analytic continuation 
oflexists throughout the complex plane. Using (5) one ob­
tains the boundary condition 

I(t + i) =p((Ae2iP/)oU). 

The symmetrized correlation function equals 

F(t) = I(t) + I( - t + i) 

(11 ) 

= pIA (cos 2Pt + i tanh P sin 2Pt)(1 + e - 2P)).(12) 

Note that the classical observable A replaces the operator 
x*x. Hence it is obvious that the condition A >0 will be need­
ed for the inequalities to hold. 

The analogy can be carried through to a deeper level in 
case the transformation U satisfies the condition U 2 = 1. 
Then U is an involution which corresponds in the quantum 
context to a basic symmetry between representations and 
antirepresentations of the algebra of observables. The latter 
symmetry has been studied in the theory of modular auto­
morphisms. II A short discussion on these matters is found in 
the Appendix. 

IV. MOMENTS 

The moments of the symmetrized correlation function 
F(t) are defined in the usual way by 
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and 

f-ln = (2i) - n ~F(t )1,=0' n = 0,1,2, ... , 
dt n 

f-l-l = fdt F(it). 

(13a) 

(13b) 

A straightforward calculation using expression (12) 
shows that one has 

f-ln = p(APn(1 + (- Ite- 2P )) 

=p(Apn) + (-lfp((Apn)ou). (14) 

If U 2 = I is satisfied then one has po U = - P and there 
follows 

(15) 

Throughout the rest of the paper it is assumed that 
A>O, A #0, and P #0. Because the equilibrium state pis 
faithful it follows that all the moments f-ln are strictly posi­
tive. 

Theorem 1: Let nEN. 
(a) If y is given by 

f-l2n _ I = f-l2ny-1 tanhy, 

then one has 

f-l2n + I >f-l2nY tanhy. 

(b) If y is given by 

f-l2n + I = f-l2nY tanh y, 

then one has 

(16a) 

(16b) 

(17a) 

f-l2n_I>f-l2ny-l tanhy. (17b) 

Proof It is enough to prove the inequalities for n = 0. 
For n > ° the result is obtained by substituting A by Ap 2n. 
For n = ° the theorem gives the classical analog ofthe Falk 
and Bruch inequality3 and corresponds to Theorem 11.4 of 
Ref. 7. The inequalities found below in Theorem 2 corre­
spond to those of Ref. 7 for n > 0. For completeness the 
proofs are repeated here. 

The function g defined on the unit interval by 

g(y-Itanhy) =ytanhy 

is well-defined and convex (see Lemma 11.3 of Ref. 7). Hence 
one has, by use of Jensen's inequality, 

f-ll = p(AP (1 - e - 2P )) 

=p(A (1 + e- 2P )Ptanh P) 

=p(A (1 + e- 2P )g(p-l tanhP)) 

>p(A (1 + e- 2P ))g(P(A (1 + e-
2P

)p-1 tanhP)) 
pIA (1 + e- 2P )) 

= f-laY tanh y, 

with y given by 

y-I tanhy = pIA (1 + e - 2P)p -I tanh P)lp(A (1 + e - 2P)). 

Hence (17) follows. 
Remark that 

f-l-l = p(AP -1(1 - e - 2P))<p(A (1 + e - 2P)) = f-lo. 

Hence one can decrease y in expression (17b) until one ob­
tains an equality. By doing so (17b) becomes (16a), and (17a) 
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becomes (17b). In fact the expressions (16) and (17) are equi­
valent. This ends the proof 

The important consequence of the previous theorem is 
that any upper bound for the ratio !-l2n _ 1/!-l2n gives rise to a 
lower bound for !-l2n + I 1!-l2n' Similarly any upper bound for 
!-l2n + II !-l2n implies a lower bound for !-l2n - II !-l2n . 

V. PAIRS OF INEQUALITIES 

The previous theorem relates triples of consecutive mo­
ments, and gives lower bounds for the odd numbered mo­
ments. The next theorem relates pairs of consecutive mo­
ments, and gives a lower and an upper bound for the odd 
numbered moments. The lower bound is less sharp than that 
of Theorem 1. 

Theorem 3 gives an upper bound for the moment !-l- I 
and a lower bound for the moment !-ll' Again the lower 
bound is less sharp than that of Theorem 1. 

has 

and 

Theorem 2: Let n> I. Let y = ( !-l2n 1 !-lo) 1I2n. Then one 

(a) !-l2n _ I <!-l2ny-1 tanh y, (18a) 

(b) !-l2n + I >!-l2nY tanh y. (18b) 

Proof The function g defined on the positive axis by 

g(y2n - I tanh y) = y2n 

is well-defined and convex (see Lemma 11.3 of Ref. 8). Hence 
one has, using Jensen's inequality, 

!-l2n = pIA (I + e - 2P)P 2n) 

= pIA (1 + e- 2P)g(p 2n - I tanh P)) 

>p(A (I + e-2P))g(P(A (1 + e-
2P

)p
2
n-1 tanhP)) 

pIA (1 + e - 2P )) 

= !-lr:J'2n 

with y given by yn - I tanh y = !-l2n _ I 1 !-lo. Now the function 
y---+y2n - I tanh y is monotonically increasing. Hence the 
foregoing is equivalent to inequality (18a). Inequality (18b) 
follows from (18a) and Theorem 1. This ends the proof of the 
theorem. 

Theorem 3: One has 

(a)!-l_1<2(p(A) -p(AoU))/log(p(A )/p(AoU)), (19a) 

and 

(b)!-ll> -it pIA ) - pIA 0 U ))Iog( pIA )1 pIA 0 U)). (19b) 

If pIA ) = pIA 0 U) then the inequalities reduce to!-l_ I <!-lo and 

!-ll >0. 
Proof The proof uses the argument of Sec. 2 of Ref. 4, 

taken over in Theorem 111.1 of Ref 12. One has 

!-l-I = p(AP -1(1 - e - 2P)) = fdt p(Ae - PI). 

Let g(t ) = log p(Ae - PI). One has 

d 2g = p(Ae- P')-2(p(Ap2e - P')p(Ae- PI) 
dt 2 

- p(APe - PI f). 
From Schwarz's inequality it follows thatd 2g1 dt 2>0. Hence 
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the function g is convex. Therefore one has for 0<t<2 

g(t)< ! (g(2) + g(O)) + ! t (g(2) - g(O)). 

One obtains 

!-l-I = fdt exp g(t) 

<exp( + (g(2) +g(O)))fdtexp( +t(g(2) -g(O))) 

= 2(g(2) - g(0))-I(eBi21 _ eBi°I). 

Now one has 

g(2) -g(O) = log(p(Ae- 2P )lp(A )), 

and 

eBi 21 - eBi°1 = p(Ae - 2P) - pIA ). 

Hence (19a) follows. The inequality (19b) follows from (19a) 
and Theorem 1. This ends the proof of Theorem 3. 

VI. DISCUSSION 

By analogy to the quantum case7 one can expect that if 
the inequalities (18) of Theorem 2 hold for arbitrary func­
tions A >0 then the equality (5) should hold. Similarly if one 
of the inequalities of Theorem 3 holds for arbitrary A >0 and 
for a sufficiently large class of transformations U, then one 
can expect in the light of the proof of Ref. 1 that the DLR 
equations are satisfied. A confirmation ofthese expectations 
would indicate that the inequalities are optimal. The prob­
lem is not treated in the present paper. 

The energy-entropy inequality of Ref 1 in the present 
notations reads 

2p(AP»p(A )log(p(A )/p(AoU)). 

Assume that U 2 = 1. Then (20) implies 

2p((AOU)P»p(AoU)log(p(AOU)/p(A )). 

There follows using (15) 

2!-l1 = 2p((A +AoU)P) 

> (p(A ) - pIA 0 U ))Iog( pIA )/ pIA 0 U)), 

(20) 

which coincides with inequality (19b). This shows that the 
inequality (19b) is the symmetrized form of the energy-en­
tropy inequality (20). 

An application of the new inequality (19a) is found in a 
separate paper. 5 
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APPENDIX: MODULAR AUTOMORPHISMS 

The analysis found here is not of direct relevance for the 
paper. But the observation made in Sec. III that the local 
transformation U is related to a kind of KMS boundary con­
dition as expressed in Eqs. (10) and (11) is intriguing enough 
to justify some further investigation. 

Let .s.¥' denote the C *-algebra of continuous complex 
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functions on K 00. Then the equilibrium measure p extends to 
a faithful state on d. A scalar product is defined on .91 in the 
usual way by 

(f,/,) = p( /'/). 

Denote JY' the complex Hilbert space obtained by closing 
.91. 

Assume that U 2 = 1. Then a conjugate linear involu­
tion S on JY' is defined by 

SjEd _]0 U. 

The algebra .91 equipped with the involution S is an involu­
tive algebra but not a left Hilbert algebra (except if U = I). 
Nevertheless part of the theory of modular automorphism 
groups can still be applied. Indeed it has been shown I3 that 
the KMS boundary condition is concerned with real sub­
spaces of a complex Hilbert space; the presence of von Neu­
mann algebra's is not essential. 

Denote %0 = I /Ed lib U = /1 the set of self-adjoint 
elements for the involution S. One has the following result. 

Theorem: There is a unique strongly continuous one­
parameter group (U,), of unitaries on JY'leaving %0 invar­
iant and satisfying the KMS boundary condition: for each 
pair f,/, in %0 there exists a function g, defined, bounded, 
and continuous on the strip O<Im(z)<!, analytic inside the 
strip, such that 

g(t) = (U J I'), for all real t, 

and 

g(t + i/2) is real, for all real t. 

One has for all/Ed that U J = e2iP
, f. 
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Proof (a) Existence. Let ( U,), be defined by U J = e2iPt f, 
/Ed. It is straightforward to prove that the group (U,), is 
strongly continuous, leaves %0 invariant, and satisfies the 
KMS boundary condition. 

(b) Uniqueness. Denote % the closure of %0 in JY'. 
Remark that any /Ed has a unique decomposition 
/=/! + if2 with/! and/2E%0. Hence %0 + i%o and a/or­
tiori % + i% is dense in JY'. It then follows from Theorem 
3.9 of Ref. 13 that (U,), coincides with the group of modular 
automorphisms associated with %. Hence uniqueness fol­
lows. This ends the proof. 

1M. Fannes, P. Vanheuverzwijn, and A. Verbeure, J. Stat. Phys. 29, 545 
(1982). 

2B. Simon and A. D. Soka1, J. Stat. Phys. 25, 679 (1981). 
3H. Falk and 1. Bruch, Phys. Rev. 180,442 (1969). 
4G. Roepstorff, Commun. Math. Phys. 46, 253 (1976). 
'J. Naudts, " A lower bound for fluctuations in classical lattice systems," 
preprint, Universiteit Antwerpen, 1984. 

6R. Martens, Ph.D.thesis, Leuven, 1979. 
7M. Fannes, R. Martens, and A. Verbeure, Commun. Math. Phys. 80,529 
(1981). 

gR. Haag, N. M. Hugenholtz, and M. Winnink, Commun. Math. Phys. 5, 
215 (1967). 

9G. Galavotti and E. Verboven, Nuovo Cimento B 28, 274 (1975); G. Gala­
votti and M. Pu1virenti, Commun. Math. Phys. 46, 1 (1976). 

lOJ. V. Pule and A. Verbeure, J. Math. Phys. 18, 826 (1977). 
11M. Takesaki, Tomita's Theory of Modular Hilbert Algebras and its Appli­

cations, Lecture Notes in Mathematics 128 (Springer-Verlag, Berlin, 
1970). 

12J. Naudts and A. Verbeure, J. Math. Phys. 17,419 (1976). 
13M. A. Rieffe1 and A. Van Dae1e, Pac. J. Math. 69, 187 (1976). 

J. Naudts 2707 



                                                                                                                                    

Kinetic potentials in quantum mechanics 
Richard L. Hall 
Department of Mathematics, Concordia University, 1455 de Maisonneuve, Montreal, Quebec, Canada 
H3GIM8 

(Received 8 February 1984; accepted for publication 13 April 1984) 

Suppose that the HamiltonianH = -.1 + vf(r) represents the energy ofa particle which moves in 
an attractive central potential and obeys nonrelativistic quantum mechanics. The discrete 
eigenvalues Enl = Fn/(v) of H may be expressed as a Legendre transformation 
Fn/(v) = mins>o(s + vln/(s)), n = ~,2,3, ... , 1 = 0,1,2, ... , where the "kinetic potentials" Jnl(S) 
associated withf(r) are defined by fnl(S) = infDnl sup I/>E Dnl S 1/I(r)f( [1/1, -.1 1/I)ls ]1/2r)1/I(r)d 3r, and 

111/>11= I 

Dnl is an n-dimensional subspace of L 2(R3) labeled by YI m(O,</J ), m = 0, and contained in the 
domain 9(H) of H. If the potential has the formf(r) = ~f= I gl/l(flil(r)) then in many interesting 
cases it turns out that the corresponding kinetic potentials can be closely approximated by 
~f= I gI'I(Jn/lil(s)). This nice behavior of the kinetic potentials leads to a constructive global 
approximation theory for Schrodinger eigenvalues. As an illustration, detailed recipes are 
provided for arbitrary linear combinations of power-law potentials and the log potential. For the 
linear plus Coulomb potential and the quartic anharmonic oscillator the approximate eigenvalues 
are compared to accurate values found by numerical integration. 

PACS numbers: OS.30.Fk, OS.30.Jp, 03.6S.Ge 

I. INTRODUCTION 

The term "kinetic potential" was introduced I in 1983 
and is a shortened version of the more explanatory name 
"minimum mean isokinetic potential." This concept arose 
from our geometrical theory I of energy trajectories in quan­
tum mechanics. The main idea is as follows. We consider the 
Hamiltonian 

H= -.1 +vf(r), r= Irl, (1.1) 

which represents a particle moving in an attractive central 
potential vf(r) with positive coupling constant v. We suppose 
that for v sufficiently large there exist discrete eigenvalues 
Enl for Hinsomesuitabledomain.@(H) C L 2(JR3), where lis 
the angular-momentum quantum number and n is a radial 
quantum number: this is guaranteed, for example, whenf(r) 
is monotone increasing on (0,00). In this notation for the 
eigenvalues we have Enl <Ekl' k> n, n = 1,2,3, ... , and there­
fore each of the eigenvalues so labeled has degeneracy pre­
cisely 21 + 1. Hence, for each v sufficiently large, we can 
write 

(1.2) 

where the graphs (v, Fn/(V)) are called "energy trajectories" 
of the potentialf(r). Thus the potential with shapef gives rise 
to a family of trajectory functions IFni J . 

The kinetic potentialsJnl(s) emerge when the constraint 
(1/1, - .11/1)1(1/1,1/1) = s> ° is applied during the optimization 
process leading to the eigenvalues of H: the subset of .@ (H) 
identified by this side condition is not a subspace of the Hil­
bert space L 2(JR3). This fact will become important when we 
proceed to the higher kinetic potentials in Sec. II below. For 
the ground state, however, we can immediately define the 
kinetic potentiall(s) associated with the potential shapef(r) 

by the equation 

I(s) = inf (1/IJ1/I). 
I/> E !.7 

111/>11= 1 

1I/>.-.:11/>I=s 

(1.3) 

It follows from the variational principle that the ground­
state eigenvalue is given by 

E = F(v) = min [s + vJ(s)]. (1.4) 
s>o 

In the case thatJ(s) is smooth we obtain the following para­
metric equations for the energy trajectory F(v): 

E = F(u) = s + uJ(s); V-I = - J'(s), s> O. (1.5) 

Thus the trajectory function F has been reached from the 
potential shape f in two stages:f --I -- F; the second stage 
which transforms the graph (s,](s)) to the graph (v, F(v)) is 
essentially a Legendre transformation.2 We shall extend de­
finition (1.3) to cover the higher eigenvalues in Sec. II. An 
elementary illustration is provided by the harmonic oscilla­
tor H = -.1 + vr for which we find 

f(r) = r, In/(s) = (2n + 1- ~fS-I, 

(1.6) 

The reason we use kinetic potentials is that they have 
some very nice properties under certain transformations of 
the potential, such as convex transformations and linear 
combinations. This simple behavior on the kinetic energy 
hypersurface allows us to construct a global approximation 
theory for Schrodinger operators. A geometrical theory 
based on these concepts has been developed in a sequence of 
four articles which we shall hereafter refer to, respectively, 
as I (Ref. 3), II (Ref. 3), III (Ref. 3), and IV (Ref. 1). The main 
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thrust of the work to date has been to do with applications to 
the N-identical particle problem whose energy is related to 
the single-particle spectrum via the necessary permutation 
symmetry of the N-particle states. In the present article we 
focus our attention on the basic problem of a single particle 
in a central potential. 

We present two principal theoretical points and then 
consider two examples in some detail, the linear plus Cou­
lomb potential and the anharmonic oscillator potential. We 
are able to offer a sounder foundation for the higher kinetic 
potentials than we were able to present in IV. It is likely that 
the theory could eventually be used to support parts of con­
ventional operator theory. However, in this article we con­
tinue to make safe assumptions about the potentials and to 
rely on the standard theory to justify what we do: the empha­
sis is still on concrete results and examples for which all the 
details can be worked out. The main novelty of the present 
paper is our discovery that kinetic potentials are almost ad­
ditive. This notion is captured by the following relations: 

fIr) = Af( I)(r) + Bf(21(r), ( 1. 7) 

!n,(s)-A!~lj(s) + B!~J(s). (1.8) 

Although no such simple approximation as (1.8) holds for 
the energy trajectory functions Fn,{v) themselves, they are 
easily obtained from the kinetic potentials!n'{s) by the Le­
gendre transformation (1.5). The relation (1.8) extends to a 
larger sum of terms and also to integrals. As the vector 
(A, B, ... ) of coefficients approaches a vector with only one 
nonzero entry, "-" approaches" = "; in all cases where 
n = 1, "-" becomes ">" (leading to a lower energy bound 
for the bottom of the spectrum in each angular-momentum 
subspace). In other cases the approximation turns out to be 
consistently good and therefore very useful, as the examples 
will show. 

Every numerical result in this article can be found by 
integrating Schrodinger's equation directly with the aid of a 
computer. In fact we have had to master this art in order to 
be able to test the quality of our approximations. For the sort 
of regular problem which we are considering the computer 
gives very reliable and reasonably fast results. This competi­
tion from the machine provides strong selection pressure 
guiding our analytical work in the direction of simplicity: if 
our results are not simple and general, it may be more effec­
tive to spend our time writing a computer program to take 
care ofthe problem. Actually, for this article, we found our 
energy bounds and other estimates of great help in guiding 
the computer program in its numerical search for the eigen­
values. Our principal conclusion after our experience with 
this particular combination of analytical and numerical 
techniques is that, even in the presence of a friendly comput­
er, there is still nothing quite so nice as a good formula. 

II. KINETIC POTENTIALS 

We first restrict the shapef(r) of the potentials so that 
our problems are comfortably within the scope of standard 
nonrelativistic quantum mechanics. We refer the reader to 
the textbooks by Prugoveckj,4 Reed and Simon,5 and Thir­
ring,6 and in particular to Reed-Simon Chap. XIII. We con­
sider the Hamiltonian 
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H= -.J +vf(r), r= Irl, v>O, 

with the hypotheses 

!,(r) >0, r>O, 

l?f(r)I-O, r-O. 

(2.1) 

(2.2) 

Under these conditions we know that H is essentially self­
adjoint on some domain fiJ (H) C L 2(K3

) and also that dis­
crete eigenvalues always exist for sufficiently large values of 
the coupling constant v. The implied differentiability of the 
potential shapef(r) is a convenience which allows us to use 
calculus. 

We now suppose that v is constant and sufficiently large 
to guarantee at least n discrete eigenvalues at the bottom of 
the spectrum of H. We work with the min-max characteri­
zation of the eigenvalues (see Reed-Simon,5 Volume IV, p. 
75, and Thirring,6 Vol. 3, Sec. 3.5.21) and show how the 
kinetic potentials!n (s) emerge from the optimization pro­
cess. Later, we can repeat the argument inside the angular­
momentum subspace of L 2(K3

) labeled by the spherical har­
monic Y, m(o,rp) and m = ° to obtain the corresponding 
kinetic potential!n' (s). Once the definition of these objects 
and some of their elementary properties have been estab­
lished we shall be able to work constructively and use the 
known exact trajectory functions Fn,(v) to derive the corre­
sponding kinetic potentials!n,{s): these will then become the 
building blocks for our approximation theory. 

Suppose [ t/JI,t/J2, ... ,t/Jn J is a set of n linearly independent 
vectors in fiJ (H), then we define 

Dn = span [ t/JI,t/J2, .. ·,t/Jn J, Dn C fiJ(H), (2.3) 

(O-t/J;)(r) = t/J;(r/u), i = 1,2, ... ,n, 

uDn = span [ Ut/J p Ut/J2, .. ·,Ut/Jn J, 

fiJ n = U [uDn J. 
u>o 

(2.4) 

(2.5) 

(2.6) 

We note that although fiJ n is the union of a large number of 
n-dimensional linear spaces, it is not itself a linear space. By 
the min-max (Rayleigh-Ritz) principle we have 

Fn (v) = inf sup (t/J,Ht/J). (2.7) 
D" tPED" 

111/>11=1 

A possible route for the process (2.7) is given by 

Fn (v) = inf inf sup (t/J,Ht/J) , 
Dn a>O 1/!EuD" 

(2.8) 

111/>11 = 1 

i.e., 

Fn (v) = inf inf sup (t/J,Ht/J). 
D" S>O 1/JE!2:" 

(2.9) 

111/>11=1 
II/>, -,jl/» =s 

In (2.9) t/J no longer explores a linear space but rather that 
part of fiJ n which satisfies Iit/J\\ = 1 and also (t/J, - ..1t/J) = s. 
The danger here is that the sup may fall below the nth eigen­
value; however, this does not happen. We can see that this is 
so by the following observations: setting (t/J, - .Jt/J) = s 
amounts to choosing a scale u for the functions which are 
used in the approach to the sup of (t/J,Ht/J); this is a very 
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complicated way to choose a scale, but all scales are included 
in the union of linear spaces iiJ n' We now make the follow­
ing step: 

Fn (v) = inf inf sup (if!,Hif!). (2.10) 
s>o Dn 1/JE!.F11 

Iltbll ~ I 
(tb.-Lltbl~s 

The exchange of the infs from (2.9) to (2.10) is allowed be­
cause, in either order, the overall minimization explores the 
same set of all n-dimensional subspaces of L 2(R3

) which are 
contained in iiJ (H). Hence we can write Fn (v) in the form 

Fn (v) = inf (5 + vln (5)), 
s>O 

where 

In (5) = inf SUp (if!,fif!). 
Dn l/JE!.!'n 

Iltbll ~ I 
(tb.-Lltbl~s 

(2.11) 

(2.12) 

An important point about this definition of the kinetic po­
tential is thatln (5) is not labeled by the value of v: the reason 
for this is that (if!, - .:::1 if!)l11 if!11 2 = 5 is held constant under the 
sup's in (2.9) and (2.10); the partial trade-off between kinetic 
and potential energy concerns only the shape of/(r). 

An equivalent definition to (2.12), which may prove to 
be more convenient to work with, is obtained in the follow­
ing way. We first note that the operators -.:::1 and / scale 
according to the equations 

and 

(~if!'f!if!) = 11if!11- 2 J if!(r)f(ar)if!(r)d 3r . 
(aif!,aif!) 

Consequently we have from (2.12) 

In (5) = inf SUp J if!(r) 
Dn l/IEDn 

II"'II~ I 

(2.13) 

(2.14) 

(2.15) 

We exploited a form like (2.15) in paper IV [Eq. (3.8)] to 
obtain ground-state upper bounds by choosing a particular 
shape for if!: the subsequent minimization with respect to 5 in 
this case is equivalent to a minimization of the energy expec­
tation with respect to the scale of the wave function. 

As we mentioned above, we get the kinetic potentials 
];,1 (5) by repeating all the above steps inside the subset iiJ I (H) 
of iiJ (H) which is also contained in the subspace of L 2(R3

) 

defined by the projector corresponding to the spherical har­
monic ylm(B,l/J) with, for example, m = O. For each value of 
v (sufficiently large) the equation 

Fnl(v) = min (5 + vlnl(s)), (2.16) 
s>o 

then gives back the eigenvalue Fnl(V) which has degeneracy 
exactly 21 + 1 because, of course, the eigenvalues obtained 
by the variational method satisfy Fnl(v»Fnl(v), for n > k> 1. 
By using calculus we then obtain from (2.16) the Legendre 
transformations 
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(2.17) 

and 

(2.18) 

In the cases where we already know the trajectory functions 
Fnl(v), rather than use the general definition corresponding 
to (2.12), we instead solve (2.18) to find the kinetic potentials 
lnl(s). For many useful potentials, this can be done exactly. 

This completes the foundation work for the higher ki­
netic potentials which was only briefly glossed over in Sec. 6 
of paper IV. In the present article we have used the trajectory 
functions F(v) rather than the functions G(u) = uF(lIu) 
which were employed in paper IV to discuss convexity. We 
refer the reader to the earlier article for a general discussion 
of ordering, scaling, and convexity properties, and for a table 
of kinetic potentials. 

III. SOME ESTABLISHED PROPERTIES OF KINETIC 
POTENTIALS 

We present here a very briefsummary from paper IV of 
the results which we shall need concerning kinetic poten­
tials. The potentials/(r) will be constructed in various ways 
but we shall always assume that they satisfy the following 
conditions: 

/'(r) > 0, r> 0, 
(3.1) 

The smoothness and nice behavior at the origin are analyti­
cal conveniences. The essential restriction in the present 
work is that/(r) is monotone increasing. 

We first gather in one theorem the principal scaling, 
convexity, and ordering results. It has also been established 
that F(v) is concave and that G (u) = uF(lIu) is monotone 
increasing and concave, but we shall not need to use these 
facts, nor the various results concerning variational approxi­
mations, in the present article. 

Theorem 3.1: We suppose that the kinetic potentials 
corresponding to the potentia1/(r) are given by lnl(s). 

(a) A + B/(r/a) -+ A + Blnl(sa2
), B> 0, a> O. 

(b) lnl (5) is monotone increasing and convex on (0,00). 
(C)/III < /121 -+]iIl < 1121 -+ FIII < F(2). 

the ordering result (c) means that variational arguments do 
yield the results we expect to get as we proceed from poten­
tial to kinetic potential to trajectory function: the functional 
inequalities, of course, are meaningful only over common 
domains. 

The second theorem summarizes the key results which 
allow us to approximate the spectra ofSchrodinger Hamilto­
nians in which the potential has been composed out of "solu­
ble" potentials by convex transformations and linear combi­
nations. When there is more than one term (N)2) we have 
been able to establish a bound (in fact, a lower bound) on the 
exact kinetic potentials only when they correspond to the 
bottom (n = 1) of the energy spectrum in each given angular­
momentum subspace (given I). One of the main objectives of 
the present article is to attempt to transcend this limitation. 
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Theorem 3.2: Suppose that 
N 

f(r) = L gli)(jll)(r)), 
i= 1 

and 
N 

<Pn/(S) = L gI')(l~l(s)). 
i= 1 

(a) If the I gli) J are all convex and if n = 1 or N = 1 we 
haveln/(s);><Pn/(s). 

(b) If N = 1 and g is concave, thenln/(s),;;;<Pn/(s). 

It will be noticed that Theorem 3.2 yields no upper 
bound in the case of more than one term (N;>2). This is the 
reason that variational upper bounds are studied in the 
framework of kinetic potentials in paper IV. However, we 
shall not discuss this topic in the present article. 

The potentials we propose to consider as illustrations of 
the theory will be composed out of power-law potentials and 
the log potential; we therefore collect here the established 
results 1 which we shall need for these potentials. The power­
law potentials are defined by 

f(r) = sgn(q)~, q;> - 1, q=l=O. (3.2) 

By scaling arguments one finds for these potentials that the 
eigenvalues of H = -..1 + vf(r) are given by 

Fn/(V) = V2/12 +q)E(q, n, l), E(q, n, I) = Fn/(I). (3.3) 

In terms of these v = 1 energiesE( q, n, l), whose meaning is 
perhaps more immediate than the various coefficients of pa­
per IV, we can write the power-law kinetic potentials in the 
form 

ln/(s) = (2/q)lqE(q, n, l)/(q + 2)IIQ+2)12S - q/2, 

s>O. 

Similarly, for the log potential 

f(r) = In(r), 

(3.4) 

(3.5) 

wehavefound l
•
7 thattheeigenvaluesofH = -..1 + vf(r) are 

given by 

Fn/(V) = vE(L, n, l) -! v In(v), E(L, n, l) = Fn/ (I), (3.6) 

and it follows [from Eq. (2.18)] that the kinetic potentials are 
given by 

lnl(s) = E (L, n, l) - pn(2se), s> 0, e = exp( 1). (3.7) 

We now have the theorems we shall need, and also the 
kinetic potentials for the potential components expressed in 
terms of the elementary eigenvaluesE (q, n, l)andE(L, n, I) 
of the power-law and log potentials; tables of these eigenval­
ues for q = I and 4 and for the log potential are given in the 
Appendix. 

Eventually we expect to have an independent theory of 
kinetic potentials which would start from Eq. (2.15) as a de­
finition. The object which we shall have to study is the func­
tional r:L 2(R3

) --+ R which for each fixedf and s is given by 

r(t{I) = J t{I(r}f([(t{I, - .Jt{I)ls] 1I2r)t{I(r)d 3r. (3.8) 

The kinetic potentialslnl(s) are the stationary values of r (t{I). 
We make two comments about r (t{I) with potentials of type 
(3.1) for future reference: (i) r (t{I) is invariant under spatial 
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scale changes; and (ii) the spectrum of r (t{I) appears always to 
have an infinite number of discrete stationary values. The 
Hulthen potentialf(r) = - (er -1)-1 illustrates this very 
well. Suppose we consider the Hamiltonian 

H= -.J-v(er -l)-l. (3.9) 

The discrete S-state spectrum of H is well known8 and is 
given by 

Fno(v) = - (v - nf/4n2, v;>n, n = 1,2,3,.... (3.10) 

We find by using Eq. (2.18) that the corresponding kinetic 
potentials are given by 

lno(s) = -1(1+4s)1/2-lJ/2n, s>O. (3.11) 

The critical coupling constants vnO = n are buried in the 
shapes of the kinetic potentialslno(s) which are defined for all 
s>O: the quantity Fno(v) = minis + vlno(s)j only exists for 
v;>n. These considerations indicate that kinetic potentials 
have even more nice properties which are not revealed by 
examples involving only the power-law and log interactions. 

IV. ALMOST ADDITIVITY AND THE SUM 
APPROXIMATION 

Suppose we can solve the Schrodinger eigenvalue prob­
lem for H = -..1 + vfli)(r), with i = 1,2, ... ,N. What can we 
then say about the spectrum of H = -..1 + f(r), where 

N 

f(r) = L A (i!fli)(r), A Ii) > O. (4.1) 
i= 1 

Our claim is that for the potential (4.1) it is a good approxi­
mation simply to add the component kinetic potentials, that 
is to say, to use the sum approximation 

N 

lnl (s) ~ L A (iYnl (i)(s). (4.2) 
i= 1 

We know from Theorem 3.2 (a) that if we look at the bottom 
of the spectrum (n = 1) in a particular angular-momentum 
subspace (a given I), then Eq. (4.2) yields a lower bound (i.e., 
"~" = ";>"). The relation becomes an equality, of course, 
whenever there is only one term in the sum. The Legendre 
transformation (2.17) which converts the kinetic potential 
into an energy trajectory corresponds to a minimization with 
respect to scale: consequently the approximate energy tra­
jectories which derive from (4.2) obey the same scaling laws 
as do the (unknown) exact trajectories; specific examples are 
discussed in Secs. V and VI. 

The form of the sum approximation (4.2) is such that if 
it is good for any two potentials from a certain collection, 
then it will be good for the sum over any N of these poten­
tials. Let us therefore look first at an example of the case 
N = 2 in which the details can be written down simply and 
explicitly and analyzed. We study the example 

f(r) = - A /r + B~, A ;>0, B;>O. (4.3) 

This potential increases too fast for large r to represent the 
central part of a quark-quark interaction, but it is a potential 
of that general type. We already have the general form of the 
kinetic potentials for the components in Eq. (3.4) above. 
The eigenvalues E ( - 1, n, l) = - 1/ 4(n + 1 f and 
E (2, n, I) = (4n + 21 - 1) are the well-known results for the 
hydrogen atom and the spherical oscillator. Consequently, 
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we can immediately write down the details of our approxi­
mation as follows: 

Coulomb component: - 1!r -.. - sI/2/(n + I), (4.4) 

Oscillator component: r -.. (2n + 1 - !)2S- I. (4.5) 

Hence our sum approximation in this example becomes 

In/(s)- - AsI/2/(n + I) + B (2n + 1- !fs-!. (4.6) 

Before we try to evaluate the numerical quality of the 
eigenvalues which result from (4.6) we shall first use our 
geometrical theory to find analytical bounds onln/(s). We do 
this by employing the method of potential envelopes intro­
duced in paper I (see Ref. 3). This method has been con­
densed into the cases N = 1 of the present summary 
Theorem 3.2. We first set up dual representations forf(r) as a 
convex transformation oft - 1!r) and as a concave transfor­
mation of (r). Thus we have 

fIr) =A (-1!r) + B( -1!r)-2 

= - A /(r)!/2 + B (r). 

If we now apply Theorem 3.2 we find 

- As!/2/(n + I) + B (n + 1 )2s<Jn/(s) 

(4.7) 

<; - AsI/2/(2n + 1- !) + B (2n + 1 - ~fs. (4.8) 

The nice form of (4.8) is not accidental: a full explana­
tion may be found in paper IV, Sec. 8A. This result by the 
envelope method suggests that we consider approximations 
of the form 

In/(s) - - ASI/2 /v! + B (V~1/2)2, (4.9) 

for various VI and V2 [including, of course, VI = V2 = V, 
where V lies between (n + I) and (2n + 1 - !)]. In order to get 
the correct result whenever A or B is zero, one is led back 
again in this way to the sum approximation (4.6). We have 
gone into these details in order to make clear how the differ­
ent methods interact with the problem. Later in this section 
we shall establish general formulas which summarize the 
application of the sum approximation to arbitrary combina­
tions of power-law potentials and the log potential. The en­
velope method which we have just used as a tool will not be 
treated in general because it has already been applied to 
many different situations in papers I, II, and IV. 

In order to obtain the approximate eigenvalues from the 
kinetic potentials (4.6) we must apply the Legendre transfor­
mation (2.17). Some numerical results for A = B = 1, along 
with accurate values (in parentheses) obtained by "shooting 
methods" on a microcomputer, are as follows: EIO = 1.706 
(1.785), E 20 = 6.048 (6.029), Ell = 4.193 (4.229), 
E33 = 16.512 (16.533), and E55 = 28.619 (28.634). This data 
is typical of what we have found for the sum approximation: 
the error is at worst a few percent and decreases rapidly with 
increasing n and I; when the potential components are less 
"different," the errors tum out to be much smaller, as we 
shall see in Sees. V and VI. The bounds (4.8) provided by the 
envelope method were very useful in automating the com­
puter search for the accurate eigenvalues needed for this 
comparison. 

We now organize the details of the application of the 
sum approximation (4.2) to a wider class of potentials. More 
interesting specific applications will then be considered in 
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Sees. V and VI. The potential we consider is given by 

fIr) = LA (q) sgn(q)~ + B In(r), 
q 

q> - 1, A (q»O, B>O. (4.10) 

We substitute Eqs. (3.4) and (3.7) in Eq. (4.2), apply the Le­
gendre transformation (2.17), and simplify the resulting ex­
pressions. If we make the convenient change of variables 
1 = S-1/2 we find finally that the eigenvalue E (n, I) of the 
operator H = -.:1 + vf(r) is approximated by 

I 
qE (q) I (q + 2)/2 1 q(2 + q) 

Ev- I = LA (q) ---

q (q + 2) q 

+ B (E + ! In(1 2/2)), 
where 

I 
qt 2E(q) I (q + 2)12 Bt 2 

v-I=LA(q) -- +--, 
q (q + 2) 2 

(4.11) 

and we have written for the pure power-law and log poten­
tials 

E Iq) = E (q, n, I) and E = E (L, n, 1 ). 

Tables of the eigenvalues E (q, n, I) for q = 1 and 4, and 
E (L, n,l) are given in the Appendix. The simple formulas 
(4.11) are parametric equations for the energy trajectories 
(v, Fn/(v)) in terms of the parameter t> 0; they are the equa­
tions to use in a typical application of the sum approximation 
to potentials in the class (4.10). Since the errors are usually 
too small to show on a graph, in the present paper we shall 
continue to choose values for v and the B and the {A (q) J , and 
compare our results with accurate values in tables. 

The sum approximation evolved as a result of the inter­
play between the potential-envelope method of paper I and 
the linear-combinations method of paper III, along the lines 
of the illustration discussed at the start of this section. Our 
original approach to the problem (paper III) was to consider 
the following identity satisfied by the Hamiltonian 
H = -.:1 + fO)(r) + J'2)(r): 

H = w[ -.:1 + w- 'f°)(r)] 

+ (1 - w)[ -.:1 + (1 - w)-'f12)(r)], 

1 >w>O. (4.12) 

For each fixed w the Hamiltonian therefore has the form 

(4.13) 

The question of the spectrum of a sum of operators is, of 
course, very old. Two important contributions to this topic 
are the articles ofWeyl9 and Fan. 10 A more recent discussion 
of Weyl's Theorem in the context of Schrodinger operators 
may be found in the book by Weinstein and Stenger. 11 If the 
operators H, H 0), and H (2) each have at least n discrete eigen­
values at the bottom of their spectra, then we know from 
Weyl's theorem that 

(4.14) 

If we restrict the problem to an angular-momentum sub­
space (labeled by I), choose n = q = r = 1, and maximize the 
right-hand side ofEq. (4.14) with respect to the parameter w 
ofEq. (4.12), then we get the linear-combination method of 
paper III [this is included in Theorem 3.2 (a) of the present 
article]. However, if we choose n> 1, and repeat the same 
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application of Weyl's Theorem, we find that the resulting 
lower bounds are very weak. In terms of the present discus­
sion, our sum approximation can be thought of as a proce­
dure which is based on the initial approximation 
En -E~I + E~I and the observation that this yields good 
results provided that it is optimized with respect to the con­
vex-combination parameter w, I > w> 0, of Eq. (4.12). 

V. THE COULOMB PLUS LINEAR POTENTIAL 

We consider the potential 

fIr) = - Air + Br, A>O, B>O. (5.1) 

This potential is of practical interest because it represents the 
approximate shape of the central part of the quark-quark 
interaction. For the Hamiltonian H = - Ll + fIr), both the 
exact energies Ent(A, B) and the approximations given by 
the sum approximation are easily shown to obey the same 
scaling laws: 

Ent(A, B) = erEnt(A la, B Ier'), a> 0, (5.2) 

and, in particular with a = A, one finds 

Ent(A, B) = A 2Ent(l, B IA 3). (5.3) 

Consequently it is sufficient for us to consider the eigenval­
uesEn,(I,A ) for A> O. Our recipe (4.11) for these eigenvalues 
becomes in this case 

Ent (1,A) = - IE(-OII/2t -I + 3A IE(11/31 3/2t, 

where (5.4) 

1= IE(-OII/2t +A IE(1)/31 3/2t 3, 

E(-I) = - [4(n + 1)2]-1, and E(1) = E(I, n, l) are given in 
Table III in the Appendix. Equation (5.4) is useful for plot­
ting the graph (E,A ) because E and A are given explicitly in 
terms of the parameter t> O. For numerical values the sim­
plest procedure is to solve the cubic equation for t by New­
ton's method and substitute this into the equation for E. 
Some values we find for Ent(l,A ) are shown in Table I togeth­
er with accurate values (in parentheses) which we have found 
by numerical integration. 

VI. THE QUARTIC ANHARMONIC OSCILLATOR 

There has been a long tradition of using the anharmonic 
oscillator to test approximation methods in quantum me­
chanics. Consequently the literature on this problem is now 
vase 2

: for a careful summary of the mathematical situation 

and a good bibliography we recommend the recent review 
article by Simon. 13 If we use the potential 

fir) =Ar + Br4, (6.1) 

then elementary scaling arguments yield the following equa­
tion for the eigenvalues EntiA, B) of the Hamiltonian 
H= -Ll +f(r): 

Enl(A, B) = aEnl(A ler, B Ier'), a> O. (6.2) 

Our approximate eigenvalues [given by the sum approxima­
tion (4.11)] obey the same scaling law. Ifwe choose er = A, 
then we obtain the special case 

Ent(A, B) = A 112Enl(l, BA -3/2). (6.3) 

Because of Eq. (6.3) we need only consider the eigenvalues 
Enl (l,A ) for A> O. The general equations (4.11) for the sum 
approximation become in the present example 

Ent(I,A) = 2[~ E(21]2t + 3A [2E(41/3 ]3t 2/2, 

where (6.4) 

1 = [!E(2I]2t 2 +A [2E(41/3Pt 3, t>O, 

E (2) = (4n + 21 - 1), the pure quartic eigenvalues 
E (41 = E (4, n, I) are given in Table IV in the Appendix, and, 
for convenience, we have used t in Eq. (6.4) in place of the t 2 

ofEq. (4.11). In this problem it is possible to solve Eqs. (6.4) 
and obtain the following explicit formula for A in terms of 
E = Ent(I,A): 

A = p 433[p 2 - pE - (4E2 - 3p2)1I2)2] 
Q 343 [2E _ [4E2 _ 3p2) 1/2 p , (6.5) 

whereE>P = E(2, n, I) = (4n + 2/- l)andQ = E(4, n, I). 
This is the nearest we have come to an explicit solution to the 
quartic anharmonic-oscillator problem. In paper III we 
proved for the ground state that formula (6.5) with n = 1 and 
1= 0 yields (by inversion) Enl(l,A) for a given A with error 
always less than 1 %. Actually, the present more general re­
sult typically has far smaller errors: this fact is demonstrated 
in Table II. 

VII. CONCLUSION 

The energies of conservative quantum-mechanical sys­
tems may be characterized in terms of the extrema of the 
Rayleigh quotient (tf;, Htf;)I(tf;,tf;) of the Hamiltonian 
H = - Ll + vf(r). In the abstract theory of this problem,4-6 
the potential vf(r) is regarded as a perturbation of the kinetic­
energy operator - Ll. What we have tried to do is to look at 

TABLE I. Comparison of some of the eigenvalues E nl (1,A. ) of the Hamiltonian H = -.:1 - llr + Ar given by the kinetic-potential sum approximation, and 

accurate values (in parentheses) obtained by numerical integration. 

Enl A=O.OI A=1 A= 100 

EIO - 0.223 (- 0.221) 1.361 (1.398) 46.189 (46.402) 

E30 0.148 (0.142) 5.059 (5.033) 116.83 (116.74) 
E,o 0.295 (0.286) 7.615 (7.575) 169.64 (169.50) 

E'2 0.101 (0.102) 3.842 (3.851) 89.672 (89.850) 
E32 0.250 (0.251) 6.563 (6.572) 146.58 (146.61) 

E'2 0.366 (0.366) 8.827 (8.829) 194.41 (194.43) 

E," 0.205 (0.206) 5.513 (5.517) 123.54 (123.53) 

E3" 0.324 (0.326) 7.880 (7.888) 173.79 (173.78) 

E," 0.427 (0.428) 9.960 (9.966) 218.06 (218.06) 
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TABLE II. Comparison of some of the eigenvalues E.,(1".1 ) of the Hamil­
tonian H = -.d + r + AI' given by the kinetic-potential sum approxima­
tion, and accurate values (in parentheses) obtained by numerical integra­
tion. 

A = 0.01 

3.035 (3.036) 
11.435 (11.426) 
20.235 (20.210) 
7.148 (7.151) 

15.756 (15.746) 
24.742 (24.712) 
11.332 (11.336) 
20.134 (20.126) 
29.297 (29.268) 

A = 100 

4.640 (4.649) 17.827 (17.830) 
23.323 (23.298) 99.040 (99.033) 
47.007 (46.965) 204.82 (204.80) 
12.474 (12.486) 50.691 (50.693) 
34.229 (34.208) 147.32 (147.31) 
59.836 (59.795) 262.46 (262.40) 
21.583 (21.595) 90.094 (90.097) 
45.733 (45.721) 198.49 (198.48) 
73.064 (73.029) 322.04 (321.89) 

this optimization process subject to the constraint 
(l/J, - ill/J)/(l/J,l/J) = s = const. In order to do this we first have 
had to consider sets of states which are composed of unions 
of all "scales" of an n-dimensional subspace of L 2(R3

) con­
tained in .9 (H). For potentials which are monotone increas­
ing this eventually leads to the following two-stage formula­
tion of the eigenvalue problem: 

In/(S) = inf sup f l/J(rlf([(l/J, - ill/J)] \12 r) 
D., "'ED., S 

11"'11=\ 

Xl/J(r)d 3r, 

Fn/(v) = min (s + vln/(s)), 
S>O 

(7.1) 

(7.2) 

where, as in the conventional theory, Dnl is an n-dimensional 
subspace of P (/,O)L 2(R3

) contained in .9 (H) and P (/,0) is the 
projector corresponding to the spherical harmonic Y1 m(O,tjJ ) 
with m = O. Thus the kinetic potentialsln/(s) are generated 
from the extrema of the scale invariant functional r (l/J), 
where 

r(l/J) = f tP(rlf([(l/J, ~ill/J)r2r)l/J(r)d3r. (7.3) 

The reason that we go to the trouble of reformulating 
what is by now a classical problem of mathematical physics 
is that the kinetic potentialslnl (s) appear to behave very nice­
ly under transformations of the potential/(r). A way of sum­
marizing all the key constructive results of both paper IV 
and the present article is to write the relation 

N N I g(il{p"(r)) ~ - I g(iI(J)il(s)). (7.4) 
i= 1 i= 1 

What we have done is to discover under what circumstances 
"-" represents a bound or a "good approximation." In all 

TABLE III. Eigenvalues E (1, n, I) of the Hamiltonian H = -.d + r ob­
tained by numerical integration. 

n= 1 n=2 n=3 n=4 n=5 

0 2.338 4.088 5.521 6.787 7.944 
3.361 4.884 6.208 7.406 8.515 

2 4.248 5.630 6.869 8.010 9.077 
3 5.051 6.332 7.505 8.597 9.627 
4 5.794 6.999 8.117 9.168 10.166 
5 6.493 7.637 8.709 9.724 10.692 

2714 J. Math. Phys .• Vol. 25. No.9, September 1984 

TABLE IV. Eigenvalues E (4, n./) of the Hamiltonian H = -.d + r4 ob-
tained by numerical integration. 

n=1 n=2 n=3 n=4 n=5 

0 3.800 11.645 21.238 32.099 43.981 
I 7.108 16.033 26.350 37.774 50.127 
2 10.842 20.643 31.615 43.568 56.370 
3 14.923 25.472 37.036 49.485 62.716 
4 19.301 30.506 42.614 55.528 69.166 
5 23.941 35.734 48.344 61.695 75.723 

cases the approximate eigenvalue is obtained from the kinet­
ic potential by the final minimization (7.2): this latter step 
can usually be carried out very simply and yields parametric 
equations for the energy trajectory whose graph is 
(v, Fnl (v)), v> O. 

Although we have so far adopted a constructive ap­
proach in this work and we have strived to produce detailed 
recipe solutions for large families of specific problems, there 
does appear to be good reason to believe that some aspects of 
abstract operator theory may benefit from an approach of 
the type we have used. The most interesting object for 
further study is probably the functional (7.3). Here r(l/J) is 
scale invariant and captures the trade-off between the kinetic 
energy and the shape of the potential v/(r). Meanwhile, the 
kinetic potentialslnds) which derive from the "spectrum" of 
r(l/J) are not labeled by the coupling constant v and yet the 
shapes of thelnl (s) determine the energy trajectories Fnl (v) via 
the Legendre transformation (7.2). When v is small H may 
have only a few or no discrete eigenvalues whereas there 
always appear to be an infinite number of discrete extrema at 
the bottom of the spectrum of r(l/J). An example of this was 
discussed at the end of Sec. III above. These general observa­
tions along with the large number of interesting specific re­
sults so far obtained suggest that there may be more still to 
gain by the further study of this geometrical theory and in 
particular of kinetic potentials. 
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APPENDIX: SOME COMPONENT EIGENVALUES AND 
INEQUALITIES 

Tables III, IV,and V exhibittheeigenvaluesE (q, n, I) of 
the Hamiltonian H = - il + r'I for the pure linear potential 
q = 1 and the quartic potential q = 4; and also the eigenval­
ues E (L, n, I) for the Hamiltonian H = - il + In(r). These 

TABLE V. Eigenvalues E (L, n. I) of the Hamiltonian H = -.J + In(r) ob­
tained by numerical integration. 

n= 1 n=2 n=3 n=4 n=5 

0 1.044 1.847 2.290 2.596 2.830 
1.641 2.151 2.491 2.746 2.949 

2 2.013 2.387 2.663 2.880 3.059 
3 2.284 2.580 2.810 2.999 3.159 
4 2.497 2.742 2.940 3.107 3.251 
5 2.673 2.881 3.055 3.205 3.335 
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numbers are needed by the sum approximation (4.11) when­
ever the potential contains the corresponding components. 
With the numerical solution of Schrodinger's equation it is 
very helpful if the approximate location of the eigenvalue is 
known. By using the method of potential envelopes [particu­
larly paper IV, Eq. (8.4)] it is straightforward to establish the 
following inequalities which we have used to guide the com­
puter in its search for the eigenvalues: 

3[!(n + l)]2/3<;E(I, n, /)<;3[n +! /- 1]2/3, (AI) 

3[2n + 1- W132-2/3<;E(4, n, I), (A2) 

In(n + I) + !( 1 + In(2))<;E (L, n, 1 )<;In(2n + 1 - !) 
+ !(1 + In(2)). (A3) 

For the Coulomb potential (q = - 1) and the harmonic os­
cillator (q = 2) we have the following well-known exact re­
sults: 

2715 

E(-I,n,/)= -[2(n+l)]-2, 

E(2, n, I) = [4n + 2/- 1]. 
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A formalism for sensitivity analysis of stochastic models describing fluctuation phenomena in 
chemically reacting systems is developed. The method is not restricted to chemical kinetics and 
can be used to analyze any model of a physical system whose state variables obey stochastic 
differential equations with white noise. Expressions for the sensitivity coefficients and densities 
are obtained. These expressions are suitable for direct evaluation by means of a stochastic 
simulation in a computer. The relationship between these quantities and the response functions 
studied in statistical mechanics is discussed. 

PACS numbers: 05.40. + j, 82.20.Fd, 02.50.Fz 

I. INTRODUCTION 

Stochastic differential equations form the basis of wide­
ly used phenomenological models that describe the nonequi­
librium behavior of physical systems. In most investigations 
in this area the emphasis is on obtaining either exact or ap­
proximate analytical results, which reduces considerably the 
range of systems that can be analyzed. However, in recent 
times there has been a growing interest in the study of more 
complex systems where a numerical approach is necessary in 
view of the difficulty in obtaining reliable analytical approxi­
mations or exact results. In such cases, the problem of how to 
study systematically the dependence of the quantities of in­
terest on the parameters that define the model becomes high­
ly nontrivial. In applied mathematics and statistics, tech­
niques developed to address this problem are grouped under 
the name sensitivity analysis. It is the purpose of this work to 
develop a formalism for the sensitivity analysis of models 
described by stochastic differential equations. In order to 
facilitate this development a specific class of physical sys­
tems will be studied in detail. Thus, in the remainder of this 
paper, the discussion will be focused on a model that de­
scribes concentration fluctuations in chemically reacting 
systems. 

The concentration of participating species in a chemi­
cally reacting system are fluctuating quantities due to the 
aleatory nature of the intermolecular processes. The magni­
tude of the concentration fluctuations usually is of the order 
of the inverse of the volume of the system. Thus, for macro­
scopic systems, the fluctuations are often negligible and the 
deterministic kinetic equations provide an accurate descrip­
tion of the behavior of the concentrations. However, there 
are situations in which, even for macroscopic systems, fluc­
tuations are important. A typical case occurs when chemical 
instabilities develop in the system. In this case large-scale 
fluctuations, spanning macroscopic volumes comparable to 
the volume of the system, which normally are very rapidly 
damped, can be amplified and cause a transition to a state 
distinct from the initial one. 1 Thus in the modelling ofkinet­
ic processes allowance should be made for the inclusion of 
fluctuation effects. 

A convenient framework for the description of fluctu­
ations in chemical kinetics involves the use of stochastic dif­
ferential equations. 2 These equations are similar in structure 

to the deterministic ones, except for the addition of noise 
terms. The noise terms attempt to describe the changes in the 
concentrations that happen on a much faster time scale than 
the relaxation times for the chemical processes under study. 
These fast changes are caused by reactive molecular colli­
sions. The strength of the noise depends on the instantaneous 
values of the concentrations since the probability of a given 
reaction occurring in the system depends on the concentra­
tions of the species involved. The parameters that enter in 
those equations are the same that enter in the deterministic 
discussion: rate constants, initial values of concentrations, 
etc. The quantities of interest here are not the solutions of the 
equations themselves but the average values, variances and 
correlations of the concentrations. Here, as in the determin­
istic case, the question of the sensitivity of these quantities 
with respect to changes in the parameters controlling the 
chemical processes naturally arises. In mathematical model­
ling the study of such questions is known as sensitivity analy­
sis and it plays an important role in the understanding and 
optimization of models. 3 Consider the deterministic case, 
where the concentrations obey differential equations ob­
tained from the mass action law. In its simplest form the 
sensitivity analysis of this system involves the computation 
of the derivatives of the concentrations with respect to the 
parameters that define the system.4 These derivatives are 
evaluated assuming that the concentrations are known by 
solving the kinetic equations for a set of reference values of 
the parameters. Thus, the sensitivity coefficients, defined as 
first-order derivatives of the concentration with respect to 
the parameters, are just the gradients of the concentration 
evaluated at a reference point in parameter space. 

A detailed discussion of possible applications of infor­
mation obtained from sensitivity analysis in deterministic 
chemical kinetics and in scattering theory has been present­
ed elsewhere. 5,6 

The main objective of this paper is to develop a method­
ology for the sensitivity analysis of stochastic chemical ki­
netics. However, the resulting formalism is not restricted to 
kinetic problems. It provides a framework for sensitivity 
studies of any system whose state variables obey stochastic 
differential equations with either additive or multiplicative 
white noise. Only minor modificatioI)s are required to in­
clude more general stochastic equations. The sensitivity 
analysis problem in stochastic chemical kinetics can be stat-
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ed as follows. Suppose that for a certain set of values of the 
parameters, the reference values, all the expectation values 
of products of the concentrations can be determined. Such 
expectation values will be called correlation functions in this 
discussion. They are obtained by solving the stochastic dif­
ferential equations of chemical kinetics and averaging ap­
propriate products of solutions. It must be noted that the 
correlation functions are the observable quantities in sto­
chastic chemical kinetics. If one is interested in the sensitiv­
ity of a certain correlation function with respect to variations 
in the parameters of the system then one should begin by 
studying the sensitivity coefficients of this particular correla­
tion function, that is, its gradient in parameter space. In or­
der to compute these derivatives, their expressions in terms 
of concentration correlation functions must be obtained. 
This task is accomplished in this work. The generalization to 
the case of time-dependent parameters, involving the con­
cept of sensitivity densities, is also studied. 

The use of stochastic differential equations in chemical 
kinetics is discussed in Sec. II. The sensitivity analysis for 
stochastic kinetics is developed in Sec. III. In Sec. IV the 
sensitivity analysis for stochastic kinetics is further investi­
gated by considering the Fokker-Planck and related distri­
butions associated with the stochastic differential equations 
of chemical kinetics. Section V considers the sensitivity anal­
ysis of the quasilinear approximation to stochastic kinetics. 
Finally, a simple application of the sensitivity formulas de­
rived in Secs. III and IV is presented in Sec. VI. 

II. STOCHASTIC DIFFERENTIAL EQUATIONS IN 
CHEMICAL KINETICS 

In a chemically reacting system concentration fluctu­
ations are always present because of the randomness that 
characterizes molecular processes. Despite the fact that nor­
mally the magnitude of these fluctuations is inversely pro­
portional to the size of the system there are situations where 
fluctuation phenomena are important. This is the case when 
chemical instabilities develop in the system, for example, 
when initially the system is close to an unstable steady state. 2 

If the system possesses mUltiple steady states then the transi­
tion to one of these states will be driven by the fluctuations 
(i.e., the decay of the unstable steady state is a fluctuation 
phenomenon). A particularly interesting case is the one of a 
system in which a stable steady state becomes unstable as a 
parameter is varied. A common situation is the critical bifur­
cation, where there is only one stable steady state So when a 
parameter p is smaller than a critical value Pc' When P is 
increased beyondpe, So becomes unstable and two stable 
steady states SI and S2 appear.2 Obviously stable and unsta­
ble steady states here refer to regimes where fluctuations are 
negligible, as the system approaches an unstable state the 
fluctuations are magnified and lead the system towards one 
of the stable states, thus causing decay of a state that, albeit 
unstable, would be steady in the absence of fluctuations. 

These considerations indicate the need for an adequate 
framework for describing the fluctuations that yield the de­
terministic limit in a simple way. Such a framework is pro­
vided by using stochastic differential equations to describe 
concentration fluctuations in chemical kinetics. For a well-
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stirred mixture of N species the equations for the N concen­
trationsPi(t) are 

dpi N 0 
-=Ri(p,a)+ L Pij(p,a)Sj(t), Pi(O)=Pi' (2.1) 

dt j= 1 

where [Si (t ) J is a delta correlated Gaussian stochastic pro­
cess7 (i.e., white noise), with 

(Si(t) = 0, (Si(t )Sj(t 'i) = 8ijc5(t - t 'i· (2.2) 

It is well known that a stochastic differential equation like 
Eq. (2.1) is meaningless without an additional interpretation 
rule.8 The required rule, compatible with the physics of this 
problem, is that Eq. (2.1) be interpreted as a stochastic differ­
ential equation in the sense of Stratonovich. 9 From now on 
all stochastic differential equations appearing in this work 
will be interpreted in this sense unless accompanied by an 
explicit statement to the contrary. 

The symbol a in Eq. (2.1) denotes the parameters that 
enter in the definition of the chemical rate vector R. The 
matrix P (p, a) can be found from the fluctuation-dissipation 
analysis of Keizer lOa and Grossmann.lOb Thus 

N 

L Pidp, a)Pjk(p, a) = Qij(p, a), (2.3) 
k=1 

where Q is a symmetric, positive semidefinite matrix that can 
be written in terms of the forward and backward rates for the 
elementary reactions included in the rate vector R in Eq. 
(2.1). Assuming that the concentrations are expressed in 
(number ofmolecules)l(unit volume) and that the forward 
and backward rates iT k and 1T k for the k th elementary reac­
tion, are measured in (molecules/unit volume)l(unit time) 
the rate vector R, and the variance matrix Q can be written 
as 10 

M 

Ri(p, a) = I vidiTk(p, a) -1Tk(P, a)), (2.4) 
k=) 

1 M 
Qij(p, a) = - L V ik vjdiTdp, a) + 1Tda, p)), (2.5) 

V k= 1 

where M is the number of elementary reactions, Vik is the 
stoichiometric coefficient of species j in the reaction k, and V 
is the volume containing the chemically reacting system un­
der study. 

From a mathematical point of view the stochastic pro­
cess Si(t) induces a new stochastic processpi(t) through the 
mediation ofEq. (2.1). The statistical properties of Si(t) plus 
the dynamical properties incorporated in Eq. (2.1) (including 
initial conditions) uniquely determine the statistical proper­
ties of Pi(t), which allows for the computation of average 
values, variances and correlation of the concentrations. Phy­
sically Eq. (2.1) assumes that the intermolecular processes 
(reactive collisions) that give rise to the fluctuations occur on 
a time scale much faster than the relaxation time predicted 
by the mass balance equation when fluctuations are neglect­
ed [Eq. (2. I) without the stochastic driving term]. The model 
defined by Eqs. (2.1)-(2.5) constitutes an independent, self­
consistent formalism for the description of concentration 
fluctuations. In addition, a rigorous link has been estab­
lished between the stochastic model adopted here and an­
other popular phenomenological description of fluctuation, 
the birth and death formalism. 1) Essentially, it can be shown 
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that Eq. (2.1) constitutes a diffusion approximation to a cor­
responding master equation in the birth and death formal­
ism. 12 The larger the system is, the better is the approxima­
tion. 

The question of whether stochastic differential equa­
tions provide an appropriate description of fluctuation phe­
nomena in chemical kinetics has been the subject of consid­
erable debate. Recent developments13 reinforce the author's 
belief that stochastic differential equations of the type stud­
ied in this work do provide an adequate description offluctu­
ations in chemical kinetics even though the precise prescrip­
tions used to obtainRi andFij [see Eq. (2.1)] might have to be 
modified. In this connection it must be emphasized that the 
main results of this work, namely the general expressions for 
sensitivity coefficients and densities, are independent of the 
specific dependence of Ri and P ij on the concentrations. The 
recent developments mentioned above refer to an extension 
of On sager's thermodynamic fluctuation theory to nonlinear 
systems that has been obtained on the basis of statistical me­
chanical considerations by Grabert et al. 13a

•
b In this ap­

proach fluctuations are described by a Fokker-Planck equa­
tion which implies an underlying stochastic description 
using nonlinear stochastic differential equations of the same 
form as Eq. (2.1). An application of this formalism to the 
study of fluctuations in reversible chemical reactions can be 
found in a very recent publication of H. Grabert et al. 13c 

III. SENSITIVITY ANALYSIS OF STOCHASTIC KINETICS 

When modelling physical systems one is confronted 
with the question of how sensitive the behavior of the system 
is to changes in the values of the parameters that define the 
model. Sensitivity analysis is a very general methodology 
developed to deal with these questions. 3 In its simplest ver­
sion the essence of the method consists in extracting from the 
sensitivity coefficients all possible information about the re­
sponse of the system to variations in the input parameters. 
These coefficients are, by definition, the derivatives of the 
state functions that describe the behavior of the system with 
respect to the input parameters. In the case of chemically 
reacting systems the state functions that describe the kinetic 
behavior are average values of functionals of the stochastic 
variable pIt ), which represents the instantaneous (and fluctu­
ating) values of the concentrations of the chemical species. 
The purpose of this section is to obtain expressions for the 
sensitivity coefficients of such quantities. The generalization 
of these results to the case of time-dependent parameters is 
also discussed. This involves the computation of sensitivity 
densities,14 which here are defined as functional derivatives 
of average values of functionals of pIt ) with respect to the 
time-dependent parameters. 

Previous work on sensitivity analysis of chemical kinet­
ics focused on the deterministic situation when the concen­
trations satisfy rate equations like Eq. (2.1) with the noise 
terms absent. In these works the fundamental quantities 
from the point of view of sensitivity analysis are the sensitiv­
ity coefficients of the concentrations evaluated at a given set 
of reference values of the parameters. They are expressed as 
functionals ofthe concentrations which are solutions of the 
rate equations with the parameters set at their reference val-

2718 J. Math. Phys., Vol. 25, No.9, September 1984 

ues.4 The quantities of interest in the stochastic case are not 
the solutions to Eq. (2.1) themselves but averages of those 
solutions like the average value and the variance of Pi(t), 

Pi(t) = <Pi(t), ai(t) = «P7(t) - <p,(t)2)1I2. (3.1) 

The sensitivity coefficients of the average values off unction­
als of pIt ) are themselves average values of related function­
als of p(t). Let F [p] be an arbitrary functional of p(t) with 
<F[p» its average value. The parameters that enter in Eq. 
(2.1) are denoted by ap'p = 1, ... , P, where in general P>N 
(N is the number of chemical species). For future conve­
nienceit is assumed thatai+ p_ N = p?, i = 1, ... ,N, wherep? 
is the initial value of the concentrationpi(t). The sensitivity 
coefficient of <F[p» with respect to a parameter ap is de­
fined as 

s: = ~ <F[pJ). 
Jap 

(3.2) 

Besides an implicit dependence on the parameters through 
p, F[p] can also explicitly depend on a, thus 

~ <F[p]) = ( JF [p]) +I f/DF[P] JPi(t)). (3.3) 
Jap Jap ,~ I \ DPi(t) Jap 

If F [p] depends on a p only through the concentrations then 
the first term in the right-hand side of the above equation is 
zero. An expression for JPi (t )1 Ja p can be obtained by means 
of the Green's function method introduced in the sensitivity 
analysis of deterministic kinetics.4 Thus, 

JPi(t) N N f 
-- = I Gij(t, OjAjp + I ds Gij(t, s) 
Jap J= I J~ I 

X (JRj (p(s), a) + I JPjk (p(s), a)Sds)). (3.4) 
Jap k~ I Jap 

Above ,1,jp = JpJIJap, ,1,jp = 0 if ap is not an initial value 
(i.e.,ifp';;;P - N)and,1,jp = Dij ifp = P - N + i, that is, ifap 
is an initial value. The Green's function satisfies 

J (JR. JP k, ) 
-J Gij(t, s) = L ~ (p(t), al + L +-- (p(t), a)Sk' (t) 

t k UPk k' UPk 

(3.5) 

From Eq. (3.5) it follows that 

Gu(t, s) = e (t - s)L Uidt)U k) I(S), (3.6) 
k 

where Uij(t) obeys an homogeneous differential equation 
like Eq. (3.5) without the delta function term and with initial 
condition U,:;(O) = Dij. In Eq. (3.6) U -I(S) is the inverse of the 
matrix U(s) whose elements are the Uij(s). 

In order to combine Eqs. (3.3) and (3.4) it will prove 
useful to relate the Green's function Gij(t, s) to the functional 
derivative of the concentrationpi(t) with respect to the noise 
5 k (s). This relation is obtained by proceeding in a manner 
analogous to the one used to obtain Eq. (3.4). Thus, comput­
ing the functional derivatives of both sides of Eq. (2.1) and 
solving the resulting linear differential equation for 
DPi (t )1155 k (s) with the help of the Green's function it follows 
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that 

°Pi(t) 
-- = L Gij (t, S)Pjk (p(s), a). 
°Sk(S) j 

(3.7) 

By solving Eq. (3.7) for G ij (t, s) and substituting into Eq. (3.4) 
the right-hand side ofEq. (3.3) can be written as 

f (oF [p] ) L ds -- hiP (p(s), sIs), a) , 
i 0Si(S) 

(3.8) 

where 

(
JR. 

hiP(p(s), sIs), a) = L Pi) l(p(S), a) AjpO(S) + -J J (p(s), a) 
J a p 

JP k ) + L _J (p(s), a)sds) . 
k Jap 

(3.9) 

Further manipulations can cast Eq. (3.8) into a form that 
does not involve t5F[p]/t5si(s). It is convenient to eliminate 
this functional derivative since its evaluation demands ob­
taining Gij(t, s) which satisfies another stochastic differential 
equation, Eq. (3.5), independent (although related) to Eq. 
(2.1). 

Suppose H [5] is an arbitrary functional of the Gaussian 
stochastic process sIt ), then the following identity (proved in 
Appendix A) holds: 

(sds)H [s]) = (t5H [s] ). (3.10) 
osds) 

Using the above identity Eq. (3.8) can be written as 

L fdS( of [p] hiP(p(s), sIs), a)) 
i t5si(s) 

= !~ ~ f ds(F [p 15i(S + E)hiP(p(s), sIs), a). (3.11) 

Equation (3.11) is established by applying Eq. (3.10) to the 
expectation value in its right-hand side and noticing that the 
functional derivative of hiP (p(s), sIs), a) with respect to 
Si (s + E), E> 0, is zero since sIs) and sIs + E) are independent 
variables and pIs) depends on sIt ) only for t<,s [a consequence 
of the fact that Eq. (2.1) respects causality]. 

The final expression for S: is 

S: = ( JF [P]) + L fdS(F [P]5i(S+)h iP (p(s), sIs), a), 
Jap I 

(3.12) 

where the notation 5i(S+) indicates the limit prescribed in 
Eq. (3.11). It must be pointed out that the evaluation of the 
sensitivity coefficient S: [Eq. (3.12)] does not require the 
solution of any other differential equation besides Eq. (2.1) 
for the concentrations. In particular, it is not necessary to 
obtain the Green's function Gij(t, s). This is to be contrasted 
with the deterministic case4 where the evaluation of the sen­
sitivity coefficients requires not only the concentrations but 
also the deterministic analog of the Green's function Gij(t, s). 

If the parameters are allowed to be functions of time 
then the quantities of interest in sensitivity analysis are the 
sensitivity densities. These are functional derivatives offunc­
tionals of the concentrations with respect to the time-depen­
dent parameters. For simplicity in this work it will be as­
sumed that Ri(t) and Pjk (t) are functions of p(t) and a(t). 

2719 J. Math. Phys., Vol. 25, No.9, September 1984 

However the following discussion can be extended to more 
general cases, the only restriction being that both Ri(t) and 
P k (t ) must be causal (or nonanticipating) functions [i.e., 
n~ither R,(t) or Pjk (t) depend on p(s) for s > t]. The sensitivity 
densities are defined as 

DF(t) = (t5F[P]). 
p oap(t) 

(3.13) 

Proceeding as before one obtains 

(3.14) 

The assumption that R i and Pjk are functions of p and a was 
used above. This assumption implies 

__ J_ (p(s), a(s)) = _J (p(s), a(s))t5(s - t ), t5R I JR 
6ap(t) p Jap 

(3.15) 

__ J _ (p(s), a(s)) = _J (p(s), a(s))t5(s - t ). t5P n I JP k 

oap(t) p Jap 
(3.16) 

If Fis a functional of both p and a then of /oap(t )Ip is to be 
calculated by keeping p fixed while allowing a to vary. Thus, 
unless F [p] is explicitly dependent on a, the first term on the 
right-hand side ofEq. (3.14) vanishes. 

In generalF[p],S : andD :(t ) will have to be numerical­
ly evaluated. The procedure can be briefly outlined as fol­
lows. A particular realization of the stochastic variable SO(t) 
is called a sample trajectory. It will be denoted SO(t), where a 
is an index labeling the sample trajectory in question. The 
sample trajectories SO(t ) can be obtained by means of a ran­
dom number generator. For each sample trajectory SO(t ) nu­
merical integration of Eq. (2.1) yields a sample trajectory 
pO(t) which is a particular realization of the stochastic vari­
able p(t). Thus, if E [p, s] is a functional of the stochastic 
variables p and S then 

1 M 
(E [p, s]) = lim - L E [pO, sa]. (3.17) 

M~oo M 0= 1 

Therefore, after generating the SO(t ) and obtaining the pO(t ) 
from Eq. (2.1) (F[p]), S:(t) and D:(t) can be obtained by 
means of Eq. (3.17). 

Before concluding this section some further remarks on 
the Green's function Gij(t, s) are in order. The average value 
of this function is the concentration response function. It 
gives the linear response of the concentration of species i to 
the presence of a weak source of speciesj. In order to see this, 
consider Eq. (2.1) with species sources added to the right­
hand side 

d J N 

~=Ri(pJ,a)+ L Pij(pJ,a)5j(t)+Ji(t). (3.18) 
dt j= 1 

By p; it is meant the concentration of species i when sources 
are present. The concentrations in the absence of sources will 
be just Pi' If the sources are sufficiently weak then 

p;(t) =Pi(t) + f fdS(OP;(t) I )~(S) + &(J 2
). (3.19) 

j= 1 6Jj (s) J=O 

Now, it follows from Eq. (3.18) that Op;(t)/OJj(s) obeys a 
differential equation that is identical to the one obeyed by 
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Gij(t, s) ifin the latter Pi(t) is replaced by pf(t) wherever it 
occurs. Therefore, it is clear that 

8pf(t) I Gij(t,s)=-- . 
8~(s) J~O 

(3.20) 

From Eqs. (3.19) and (3.20), to first order in J, 

Equation (3.21) allows the identification of (Gij(t, s) as a 
concentration response function. Thus, for example, if a 
small amount of speciesj is introduced at t = to, that is, if 
Ji(t) = A8ij8(t - to), then the change in the average concen­
trations, to first order in A, will be 

(3.22) 

In fact (Gij(t, s) is the equivalent in this problem ofa re­
sponse function introduced by Martin, Siggia, and Rose in 
their study of the dynamics of classical stochastic fields. 15 In 
the deterministic limit, when fluctuations are neglected [for­
mally obtained by letting v-co in Eq. (2.5) which leads to 
Pij = 0] the Green's function Gij(t, s) becomes equal to the 
Green's function introduced in a previous work on the sensi­
tivity analysis of deterministic kinetics. 4 

From an analysis similar to the one carried out above 
for the Green's function it can be concluded that the sensitiv­
ity densities D :(t ) are generalized response functions. 

IV. SENSITIVITY ANALYSIS AND THE FOKKER­
PLANCK EQUATION 

A useful approach to the study of a stochastic differen­
tial equation like Eq. (2.1) is to try to determine the probabil­
ity density PI(Y' t) such that the joint probability that the 
Pi(t), i = 1, ... , N, assume values in the intervals [Yo 
Yi + d Yi ] is given by PI(Y' t )dy. In the case ofEq. (2.1), PI(Y' 
t) is the solution of a Fokker-Planck equation. The knowl­
edge of PI(Y' t) allows the computation of quantities like 
(F(p(t ))), whereF(p(t )) is a function of the concentration vec­
tor p(t), thus 

(F(p(t I)~ = J dy PI(Y' t )F(y). (4.1) 

An equation for PI (y, t ) can be obtained by first noticing 
thae6 

Substitution of the above expression for PI(Y' t) into the 
right-hand side of Eq. (4.1) leads to an identity. Let 
8 (y - p(t)) = 8 (YI - PI(t )) ••. 8 (YN - PN(t)). Then 

a a ( dPi(t)) -PI(Y,t)= -2- 8(y-p(t))--. 
at i aYi dt 

(4.3) 

Now using Eq. (2.1) to eliminate d pi(t)/dt and employing 
Eq. (3.10) to deal with the term proportional to S(t) it follows 
that 
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1 a 
+2 ~ aYi (Pij(Y' a(t))) 

a x- (Pkj(y, a(t ))PI(y, t I). 
aYk 

(4.4) 

In obtaining Eq. (4.4) the following identity was used 

--- = hm - + ---'----8pi(t) . 1 {8 Pi(t+E) 8 Pi(t-E)} 

8sdt) <-0" 2 8sk (t) 8sdt) 

1 
= 2 Pik (p(t), a(t I)· (4.5) 

The first equality above is the definition of the equal time 
limit of 8 Pitt )/8sds) according to the Stratonovich calcu­
lus, and the second equality is a consequence of Eq. (3.7). 
Equation (4.5) is an important identity which will be used 
many times in this section. 

The initial condition for Eq. (4.4) is just 

PI(Y' 0) = 8 (y - pO). (4.6) 

The boundary condition necessary to solve Eq. (4.4) can be 
obtained by demanding that PI(Y' t) be normalizable, that is 

(4.7) 

In the same way that PI (y, t) was introduced in order to 
evaluate (F(p(t))) it is possible to introduce a multiple time 
probability distribution Pn(YI' tl;· .. yn , tn) such that 17 

(FI(p(tl))···Fn (p(tn))) 

= J dyl .. J dYn FI(yI! .. ·Fn(Yn)Pn(YI' tl;"'; Yn' tn)· 

(4.S) 

Therefore, Pn (YI' t l ; ... ; Y n' tn )dy 1 .. ·dYn is the joint probabil­
ity that the Pi(tm) assume values in the intervals [ Yim' Yim 
+ d Yim ]. Like PI(Y' t) the multiple time distribution 

Pn(Yltll ... , Yntn) can also be written as an average value of 
delta functions 

Pn(YI' t l; ... ; Yn, tn) = (8(YI - p(td)···8(Yn - p(tn)))' (4.9) 

In order to derive a relation from which explicit expressions 
for the Pn (y I' t I; ... ; Y n' tn ) can be obtained it is useful to 
notice that it can be assumed without loss of generality that 
tl > t2 > ... > tn' This is an obvious consequence ofEq. (4.9). 
For example, ifin the left-hand side some of the time varia­
bles are equal then the right-hand side will be reduced to a 
product of deltas multiplied by a multiple time distribution 
that depends only on the distinct time variables. For exam­
ple, suppose that t I = t2 = t with t> t3 > ... > tn' then 

Pn(YI' t; Y2' t; ... ; Yn' tn) 

= 8(y 1 - Y2)Pn _ I (Y2' t; Y3' t3; ... ; Y n' tn)· (4.10) 

In Appendix B, it is shown that 

Pn(YI' t l; ... ; Yn, tn) 

= G(YI' t l; Y2' tZ)Pn-I(Y2' t2; ... ; Yn' tn)' (4.11) 

In Eq. (4.11), G (Yll t l ; Yz, tz) is the Green's function associat­
ed with the Fokker-Planck operator [see Eqs. (B2), (BS), and 
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(B9)]. Therefore, it is clear that oncePI(y, I) and G (YI' t l ; Y2' 
( 2 ) have been found, all the multiple time distributions can be 
obtained from Eq. (4.11). 

The sensitivity analysis of stochastic chemical kinetics 
may also be studied in this framework. Thus in this section 
the sensitivity coefficients and densities of 
(FI(p(Idj- .. Fn(p(ln))) will be studied using this alternative 
formalism. It will be assumed that F;(p(I;)) depends on a 
only through p(I;) and that II > 12 > ... > Ih • 

The sensitivity coefficients and densities, as defined in 
Sec. III [Eqs. (3.2) and (3.13) with 
F[p] = FI(p(td)-.. Fn(p(ln))] , are then 

S: = f dYI· .. dYn FI(YI) .. ·Fn(Yn)S;(YI' t l ; ... ; Yh' Ih)' (4.12) 

D:(t) = f dYI· .. dYh FI(yJ! .. ·Fh(Yh)D;(t IYI' t l ; ••• ; Yh, th)' 

(4.13) 

S; and D ; are the sensitivity coefficients and densities of the 
multiple time distribution Ph' 

Equation (4.11) implies a recursion relation for the S; and 
theD;, 

S;(YI' tl; ... ; Yh' th) 

= G(YI' tl; Y2' t2 )S;-I(Y2' t2; ... ; Yh' th) 

+ (~G(YI' II; Y2' (2))Ph- 1 (Y2' t2; ... ; Yh' th)' 
aap 

(4.16) 

D;(t IYI' II; ... ; Yh' th) 

= G(YI' t l ; Y2' t2 )D;-I(t IY2' t2 ; ... ; Yh' Ih) 

+ (_8- G(YI' t); Y2' t2 ))Pn_ 1 (Y2' t2 ; ... ;Yn' th)' 
8ap (l) 

(4.17) 

Thus once the sensitivity coefficients and densities of P 1 (y, t ) 
and G (Y), II; YZ' (2 ) have been obtained all the others can be 
determined through the recursion relations. 

Both PIty, I) and G (Y), t; Y2' (2 ) satisfy linear diffusion 
equations. Thus the sensitivity densities and coefficients of 
P I and G can be obtained by using a version of the Green's 
function method4 recently developed to deal with reaction­
diffusion equations. 14,18 The basic idea is to determine the 
sensitivity coefficients by computing appropriate derivatives 
(functional derivatives) of both sides of the equations satis­
fied by PI and G thereby obtaining a linear differential equa­
tion for the sensitivity coefficients (densities). This equation 
can be integrated with the help of a Green's function which 
in this case is just G, the Green's function defined in Eqs. (B8) 
and (B9). Thus 
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S !(Y, t) = LA;p ~ (G(y, t; x, 0)) I 
I ax, x=pO 

+ f dt J dx G (y, t; x, t ')L (x, t ')PI(x, t '), 

(4.18) 

D !(sly, t) = 8(s)5; A;p a~; (G (y, t; x, 0)) I x = pO 

+ f dxG(y,t;x,s)L(x,s)PI(x,s). (4.19) 

For the sensitivity coefficients and densities of the Green's 
function one obtains 

a 
-- G(Yl' t I; Y2' t2 ) 
aap 

= f dtJ dx G (y l' t 1; x, t)L (x, t)G (x, t; Y2' t2), (4.20) 

8 
8a

p
(t) G(Y\'/t; YZ./2) 

(4.21) 

The differential operator L (x, t ) introduced above is just (a / 
aap)D (x, t), where D (x, t) is the Fokker-Planck differential 
operator defined by Eq. (B2), its explicit expression is 

L (x, t )f(x, t) = - L ~(f(X, t) ~ R;(x, a(t))) 
I ax; aap 

a x - (f(x, t )Pkj(x, a(t))) + P;j(x, a(t)) 
aXk 

x ~(f(X, t)~Pkj(X, a(t)))]. (4.22) 
aXk aap 

Equations (4.12)-(4.22) provide the basic algorithm for car­
rying out a sensitivity analysis of systems described by sto­
chastic differential equations in the Fokker-Planck equation 
approach. 

At this point it is necessary to demonstrate the equiv­
alence between Eq. (4.13) and Eq. (3.14) for the sensitivity 
density D :(1 ). Equation (3.14) with 
F [p] = Ft(p(t d)- .. Fn (p(th)) can be written as 

D:(t) = f dYl· .. dYh Ft(yJ! .. ·Fh(Yh)1;(t IYI' t l ; ... ; Yh, th), 

(4.23) 

with 

1;(1 IYI' t 1; ... ; Yh' In) = L (S;(I +)h;p(p(t), S(I), a(t)) 
; 

X8 (y I - p(t l )) .. ·8 (y n - p(tn )))· 

(4.24) 

Equation (BlO) with x = YI' t = t l , and s = tz 1eads to 
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1;(t Iy" t,; ... ; Yn, tn) 

= G(y" t,; Y2' t2 )1;-'(t IY2' t2; ... ; Yn' tn) 

+ J'" dtJ dx G(y" t,; x, t')(R (x, pit'), sIt')) 

x 2: silt +)hip(p(t), S(t), a(t)) 
i 

X8(Y2 - p(t2 ))· .. 8(Yn - p(tn)))· 

From Eq. (4.25) one obtains 

1;(t Iy" t l ; ... ; Yn, tn) 

= G(y" t,; Y2' t2 )1;-'(t IY2' t2; ... ; Yn' tn) 

+ O(t - t2)I dx G(y" t,; x, t) 

X ( - 8 (t )2: Aj p ~ + L (x, t )) 
j ax} 

XPn(x, t; Y2' t2; ... ; Yn, tn)' 

In Eq. (4.26), 0 (t - t 2 ) is the Heaviside step function, 

(4.25) 

(4.26) 

O(t - t2 ) = 1 ift> t2 andO(t - t2) = Oift';;f2. Equation (4.26) 

shows thatl;(t Iy" t,; ... ; Yn' tn) is equal toD ;(t IY2' t,; ... ; Yn' 
tn) defined by Eq. (4.17). First noticethatboth1; andD; are 
zero if t > t ,. For t, > t > t2>0, Eqs. (4.17) and (4.21) again 
showthatD; =1;. Ift2>t then 

1;(t Iy" f,; ... ; Yn, tn) 

= G(y" t,; Y2' t2)1;-'(t IY2' t2; ... ; Yn , tn)' (4.27) 

D;(t Iy" t,; ... ; Yn , t n ) 

= G(y" t,; Y2' t2 )D;-'(t IY2' t2 ; ... ; Yn' tn )· (4.28) 

Now if t2 > t> t3>0 one has 1; -, = D ~ - '. Proceeding in 
this way it remains only to prove that 1 ~ = D ~ to establish 
that 1; = D;. From Eq. (4.24) and Eq. (BID) with x = y, 
and s = t (assuming t, > t ) one gets 

n(tly"ttl= I dxG(y"t,;x,t) 

x( -8(t)2:Ajp ~ +L (x, t))p,(X, f). 
} aXj 

(4.29) 

Integrating by parts the term proportional to 8 (t ) in the right 
hand ofEq. (4.29) and comparing with Eq. (4.19) shows that 
nit IYI' tl ) = D !(f IYI' tl)' Thus these two distinct methods 
for computing D ~(t ) yield the same result therefore estab­
lishing the equivalence of the two approaches. The method 
developed in this section seems better suited for analytical 
investigations while that discussed in Sec. III is more appro­
priate for numerical studies. 

v. QUASILINEAR APPROXIMATION 

In chemical systems the magnitude of the fluctuations 
is inversely proportional to the volume containing the che­
mically reacting system. This is reflected by the factor 1/Vin 
the right-hand side of the equation that defines Qij(p, a) [Eq. 
(2.5)]. Usually 1/Vis very small when compared with typical 
concentrations (in this work concentrations are measured in 
number of molecules/unit volume and so the fluctuations 
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are of small magnitude). For large systems the fluctuations 
will be important only in the neighborhood of a chemical 
instability. 1.2 Thus away from a chemical instability an ex­
pansion in powers of 1/V should provide a reasonably good 
description of the fluctuations. The zero-order solutions of 
Eq. (2.1) are just the deterministic concentrations which sa­
tisfy the usual rate equations [Eq. (2.1) with the noise term 
absent]. To lowest order in 1/V this quasilinear approxima­
tion coincides with Keizer's treatment of concentration fluc­
tuations based on generalized fluctuation-dissipation as­
sumptions.1O 

The quasilinear approximation should be useful from a 
practical point of view because it provides a relatively simple 
way of obtaining estimates of the magnitude of fluctuations. 
Since it predicts its own failure as a chemical instability is 
approached, it also functions as an early warning system for 
detection of regions in parameter space where fluctuations 
are potentially important. Thus a detailed sensitivity analy­
sis of the quasilinear approximation is called for and will be 
developed here. 

The first step in obtaining the quasilinear approxima­
tion consists in decomposing p into deterministic (or syste­
matic) and fluctuating parts, 

Pi(t) = ui(t) + h(t), 

where 

dU i 0 
-=Ri(u,a), u,(O)=Pi' 
dt 

From Eq. (2.1) it follows that 

dh 
- = Ri(U + f, a) - Ri(u, a) 
dt 

(5.1) 

(5.2) 

+ 2: Pij(u + f, a)s}(t), h(O) = O. (5.3) 
j 

In order to obtain the quasilinear approximation to (h(t ), 
one averages both sides ofEq. (5.3) [using Eqs. (3.10) and 
(4.5)] to obtain 

!£ (h(t) = (Ri(u + f, a) - Ri(u, a) 
dt 

+ (Ti(u + f, a), 

where 

(5.4) 

1 ap· 
Ti(p(t), a) = - 2: _'1 (p, a)Pkj(p, a). (5.5) 

2 }k aPk 
Collecting terms up to first order in 1/Vin Eq. (5.4) one gets 

d aR 
- (h(t) = 2: -' (u, a)(.!j(t) 
dt j au} 

+ Ti(u, a), (h(O) = O. (5.6) 

Thus, to first order in 1/ V, 

(h(t) = 2: fdSKij(t,S)1}(U(S), a(s)). 
1 

(5.7) 

The Green's function Kij(t, s) satisfies 

d aR i - Kij(t, s) = 2: - (u(t), art ))Kk}(t, s) + 8ij8(t - s). (5.8) 
dt k aUk 
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This Green's function plays a crucial role in the sensitivity 
analysis of deterministic chemical kinetics4 and it turns out 
to play an important role in this approximate description of 
fluctuation phenomena. 

The correlation function Cij(t, s) = < h(t ).Ij(s) can also 
be obtained in a similar way. First Cij(t, t ) should be obtained. 
From Eq. (5.3) it follows that to lowest order in l/V 

d 
- Cij(t, t) 
dt 

( ~. ~. ) 
= I -' (u, a)Ckj(t, t) + _J (u, a)Cki(t, t) 

k aUk aUk 

+ Qij(u, a), Cij(O, 0) = O. (5.9) 

In Eq. (5.9) Qij is the symmetric matrix defined in Eq. (2.5). 
With the help of the Green's function K, Eq. (5.9) yields 

Cij(t, t) = If ds Kik(t, S)Qk/(U(S), a(s))Kj/(t, s). (5.10) 
kl 

For t>s one has (again to lowest order in l/V) 

d aR i - Cij(t, s) = I - (u(t), aft ))Ckj(t, s). (5.11) 
dt k aUk 

Equation (5.11) is to be solved subject to the condition that 
Cij(s, s) be given by Eq. (5.10), thus 

Cij(t, s) = I Kidt, s)Ckj(s, s). (5.12) 
k 

The group property of the Green's function can be used to 
rewrite Eq. (5.12). This property implies the following identi­
ty,4 (t>s> r) 

I Kik(t, s)Kkj(s, r) = Kij(t, r). (5.13) 
k 

The final expression for Cij(t, s) is 

Cij(t, s) = I f dr Kidt, r)Qk/(u(r), a(r))Kjl(s, r). (5.14) 
kl 

Since Cult, s) = Cji(s, t) it is clear that Eq. (5.14) is in fact 
valid for any t and s. 

The breakdown of the quasilinear approximation near a 
chemical instability is directly related to the behavior of the 
Green's function Kij(t, s). This Green's function provides in­
formation on the stability of the solutions to Eq. (5.2). In the 
Lyapounov linearized stability analysis of kinetic equations 
like Eq. (5.2), one usually studies the eigenvalues of the ma­
trix (aR;lauj)(u, a) evaluated at a particular steady state so­
lution. The sign of the real part of the eigenvalues is the basic 
stability criterion. I Thus through Lyapounov's stability 
analysis a direct link is established between the asymptotic 
stability properties of u(t) and Kij(t, s). This connection 
between sensitivity analysis and linearized stability theory 
was investigated in detail in a study of limit cycles in chemi­
cal oscillators. 19 

The remainder of this section will be dedicated to ob­
taining expressions for the sensitivity coefficients and densi­
ties of < I(t) and Cult, s) [Eqs. (5.7) and (5.14)]. Although 
the expressions derived in Secs. III and IV could be used it is 
simpler to take advantage of the explicit expressions for < I) 
and Ci j in terms of U and K. The procedure relies on the fact 
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that the sensitivity coefficients and densities of U and K have 
been obtained in previous studies of the sensitivity analysis of 
deterministic chemical kinetics.4 For completeness the ex­
pressions for these coefficients and densities in terms of the U 

and K themselves are transcribed here. They are obtained by 
taking appropriate derivatives of Eqs. (5.2) and (5.8) and 
solving the resulting linear equations with the help of the 
Green's function K. Thus, 

f
aR + I ds Kij(t, s) _1 (u(s), a), 

j aap 
(5.15) 

Ou.(t) s. (t t') = -' - = ~ (k o(t ')) 
'P , ~ (') ~ lP uap t 1 

(5.16) 

(5.17) 

_0_, Kij(t, s) = If ds' Kid!, s')Klj(s', s) 
oap(t ) kl 

(
aRk ) x Ap(s', t') - (u(s'), a(s')) . 
aU I 

(5.18) 

In Eqs. (5.17) and (5.18) Ap(s') and Ap(s', t') are differential 
operators that act on functions of u and a: 

a a 
Ap(t)=-+ LSkp(t)-, (5.19) 

aap k aUk 

Ap(t,t')=O(t-t')~+ ISkP(t,t')~. (5.20) 
aap k aUk 

The sensitivity coefficients of interest here are 

S; = a~p </(t I), D;(t') = oa:(t ') </(t I), (5.21) 

S; =~Cij(t,s), D;(t,)=_o-Cij(t,s). (5.22) 
aap oap(t') 

From Eq. (5.7) it follows, by differentiation, that 

S; = .t f ds Kij(t, s)Ap(s)(1}(u(s), a)) 

+ L f dS(~ Kij(t, S))1}(U(S), a). (5.23) 
J aap 

For D; (t ') one obtains 

D;(t ') = .t f ds Kij(t, s)Ap(s, t ')l}(u(s), a(s)) 

+ L fds(-O-Kij(t, S))l}(U(S), a(s)). (5.24) 
oap(t') 

In an analogous manner the following expressions for S; 
and D;(t') are obtained from Eq. (5.14), 
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+ LIds' Qkl(U(S'), a)(Kidt, s') ~ Kj/(s, s') 
kl aap 

+ Kj/(s, s') ~ Kidt, S')), (5.25) aap 

D ~(t') = LIdS' Kik(t, s')Kj/(s, s')(Ap(s', t ')Qkl(U(S'), a(s'))) 
kl 

+ LIds' Qkl(U(S'), a(S'))(K;k(t, s') _0_, Kj/(s, s') 
kl oap(t ) 

+ Kj/(s, s') -O-Kik(t, S,)). 
oap(t') 

(5.26) 

Thus in the quasilinear approximation it is possible to 
obtain closed expressions for (p;(t) and (Pi(t) Pj(s) as 
well as for their sensitivity coefficients and densities in terms 
of the deterministic concentrations u and of the determinis­
tic concentration response function K. Since powerful nu­
merical methods are available to obtain both u and K (see 
Ref. 20) the results obtained in this section should prove 
useful in the analysis of chemical kinetic models. They allow 
for carrying out simultaneously both a sensitivity analysis 
and an investigation of fluctuation phenomena without the 
need of stochastic simulation in a computer. 

VI. AN ILLUSTRATIVE APPLICATION 

In this section a simple chemically reacting system is 
studied. The sensitivity coefficients of the average concen­
trations are computed using the expressions developed in 
Sec. III. Since the average concentrations can be obtained as 
explicit functions oftime and of the system's parameters it is 
possible to compare the resulting sensitivity coefficients with 
their true expressions found by a direct calculation. This 
comparison provides a concrete example illustrating the va­
lidity of the results of Sec. III. 

The reaction scheme to be studied here is 
k, 

A~B. (6.1) 
k, 

Let P; be the concentration of A and P2 the concentration of 
B. Then the matrix PIp, a) is given by 

Pip, a) = [21
V (k l PI + k 2P2)r

2
( _ ! -!). (6.2) 

The equation for the concentration is 

dpi i ~ 
- = (- l)(k l PI - k Z P2) + ~ Pij(p, a)Sj(I), 

dt j=1 

PI(O) = Ao, P2(O) = Bo· (6.3) 

From Eq. (6.3) it follows that 

PI(t) + P2(t) = PI(O) + P2(O). (6.4) 

Thus it is useful to introduce a new variable 

p(l) = PI(t) - PI(O) = P2(O) - P2(t). (6.5) 

Then, for p(t) one gets the stochastic differential equation 
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In Eq. (6.6), S (t) is a zero mean, delta correlated, Gaussian 
stochastic process (i.e., white noise) which is related to the Sj 
in Eq. (6.3) by 

sit) = (lIv2)(sl(t) - S2(t)). (6.7) 

The parameters a p (p = 1,2,3,4) can be expressed in terms 
of the initial conditions and of the rate constants 

a l = kzBo - klAo, a z = kJ + k2' 
(6.8) 

a 3 = (lIV)(kIAo + k2Bo), a 4 = (lIV)(kl - kz). 

Let Mn (t) = (pn(t I), then from Eq. (6.6), using Eq. (3.10) 
and Eq. (4.5), one finds (n;;;,}) 

d 
-Mn(t) = - na2Mn(t) 
dt 

( 
2n-l) +n al +--4- a4 Mn_dt) 

n(n - 1) + a 3M n _ 2 (t), 
2 

Mn(O) = O. 

(6.9) 

Thus a recursion relation for the Mn (t), n> 1, is obtained 

f' [( 2n - 1 ) Mn (t ) = n Jo ds a I + -4- a 4 Mn _ I (s) 

n(n - 1) ] + 2 a 3Mn - 2 (s) exp - naz(t - s). 

(6.10) 

Starting with Mo(t) = 1 all the Mn (t) can be obtained from 
Eq. (6.10). The quantity of interest for obtaining the average 
concentrations is 

MI(t)= (p(t) = (lIaz)(a l +a4/4)(1-e- ta
,). (6.11) 

The general expression for Mn (t) is 
n 

Mn(t) = L C;:'e- mta
" (6.12) 

m=O 

and a recursion relation for the C;:, can be obtained from Eq. 
(6.10). 

According to Eq. (3.12) the sensitivity coefficients of 
(p(t) with respect to ap are determined by 

S~ = So'" dS~(S)s(s+)(a3 + a 4 P(s))-1/2 

X(OIP - ozpp(s) + S(s)(a3 + a4P(s))-J(2 

X (03P +:4Pp(Sll)). (6.13) 

In Eq. (6.l3), Oqp is the Kronecker delta function (Oqp = 1 if 
P = q, 8qp = 0 if q:f:.p). Using the techniques discussed in 
Sec. IV, Eq. (6.l3) can be rewritten as 

(6.14) 
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where 

gl(x,y,t) = J ds(S(s+)o(x-p(tHo(y-p(s))), (6.15) 

g2(X,Y, t) = J ds(S (s+)S (s)8(x -p(tHo(y -p(sH), 

(6.16) 

Using Eq. (Bl) plus some further manipulations yields 

a 
-gl(x,y, t) at 

= - ~ [(al - azX)gl(x,y, t) ax 
- ~ (a3 + a4x)1/2 ~ ((a3 + a4x)1/2gl (x,y, t ll] 

2 ax 
- (:x o(x - y))!a3 + a4y)1/2PI(y, t), 

gl(x, y, 0) = 0, (6.17) 

a 
-g2(X,y, t) at 

= - ~[(a I - azX)g2(x, y, t) ax 
1 1/2 a (( )1/2 ( I)] - - (a3 + a4x) - a3 + a4x g2 x, y, t 
2 ax 

- ~ [(a 3 + a4X)I/2(~ ((a3 + a4x) 1/2o(x - Yll) ax ax 
xPI(y,t) + ~~ ((a 3 + a,v» 1/2o(x - y)PI(y, t H], 

2 ay 
g2(X,y,0) = 0. (6.18) 

As for boundary conditions, both gl(x, y, t) and g2(X, y, t) 
must vanish fast enough as Ixl and Iyl grow large such that 
all necessary integrals are finite. This, of course, is insured by 
the definition ofgl(x,y, t )andg2(x,y, t), Eqs. (6.15)and(6.16). 
It is convenient now to introduce the functions hi (y, t) and 
h2( y, t) defined by 

hj(y,t) = (a3 +a4y)-I/2 J dx(xg;(x,y,tll· (6.19) 

From Eqs. (6.17) and (6.18) it follows that 

a 
-hl(y,t)= -a2hl(y,t)+PI(y,t), hl(y,O)=O, (6.20) at 
a 
- h2(y, t) = - a 2h2(y, t) at 

Thus 

hl(y, t) = L ds PI(Y' s)exp - a2(t - s), (6.22) 

h2(y, t) =~(a3 +a4y)1I2~hl(Y' t). (6.23) 
2 ay 

Therefore, for S ~ one gets 

2725 J. Math. Phys., Vol. 25, No.9, September 1984 

S~ = J dY(OIP -02PY+ : (03P +04pY) ~)hl(y,t). 
(6.24) 

The final result for S ~ is 

S~ = ~JOIP + : op4 )(1- e-
a2t

) 

+ 02P ~(al + a4)te- a,t - ~ (1 - e-a,t). (6.25) 
a 2 4 a 2 

SincebydefinitionS~ = (a/aap ) (p(t) it is easy to verify by 
differentiation of Eq. (6.11) that Eq. (6.25) is correct. It is 
straightforward to verify that Eq. (3.12) also correctly yields 
the sensitivity coefficients of higher correlation functions 
like (p(t) pIt ') for example. However, since the algebraic 
work necessary for a more complete verification is rather 
involved it will not be presented here. 

VII. CONCLUDING REMARKS 

The main result of this work is the development of a 
sensitivity analysis formalism to study kinetic models de­
scribed by stochastic differential equations with multiplica­
tive and additive white noise. The formulas for the sensitivity 
coefficients and densities can be generalized to be applicable 
to the case of colored noise provided that the colored noise 
itself can be obtained from a stochastic differential equation 
driven by white noise. This is the case for two commonly 
used colored noises, the Ornstein-Uhlenbeck process21 and 
the Brownian oscillator process.22 

Phenomenological stochastics models of the type used 
here to describe concentration fluctuations in chemically 
reacting systems are usually obtained by starting from a de­
terministic description of the system and then demanding 
that certain fluctuation-dissipation relations be satisfied in 
order to obtain the correct form for the stochastic terms. 10 In 
the case of chemical kinetics the deterministic description is 
provided by the rate equations derived from the mass action 
law. I Thus the results obtained from any stochastic model of 
chemical kinetics must coincide with those obtained from 
the deterministic model whenever the latter provides a valid 
description of the behavior of the chemically reacting sys­
tem. Therefore, one might argue not to bother with the study 
and sensitivity analysis of stochastic models since it appears 
sufficient to study the simpler deterministic model. The fal­
lacy of this statement is, of course, connected to the fact that 
the deterministic model based on the mass action rate equa­
tions is not always valid. For example, if the chemical reac­
tions involve a small number of molecules inside a small 
volume, as is the case for reactions in micelles, then fluctu­
ations become very important. But even in macroscopic sys­
tems there are reaction mechanisms that allow for the exis­
tence of chemical instabilities leading to the amplification of 
fluctuations. 1,2 Moreover, due to the randomness of the mo­
lecular events responsible for the chemical reactions, it is 
clear that the concentrations of the chemical species must be 
represented by stochastic variables. The moments of a finite 
set of stochastic variables in general do not satisfy a finite, 
closed set of equations. Thus the interpretation of the mass 
action rate equations as a closed system of equations for the 
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average concentrations shows clearly that this model ne­
glects fluctuations and cannot be expected to provide an ade­
quate description of the behavior of systems where fluctu­
ations are expected to be important. 

The sensitivity analysis technique developed in this 
work should enhance the stock of mathematical modelling 
tools available in chemical kinetics. In particular the quasi­
linear approximation should be specially useful. It provides 
a unified framework in which estimates of the magnitude of 
the fluctuations can be obtained jointly with a sensitivity 
analysis of both the deterministic rate equations and the fluc­
tuations themselves. In this approximation the fluctuation 
induced corrections to the concentration values predicted by 
the deterministic rate equations as well as concentration cor­
relation functions can be obtained, even for complex sys­
tems, without carrying out time consuming stochastic simu­
lations. 

The results for the sensitivity coefficients were general­
ized to the case of time-dependent parameters. This demand­
ed the introduction of sensitivity densities which can also be 
interpreted as generalized response functions. This interpre­
tation sheds light on the physical meaning of sensitivity anal­
ysis and shows that the sensitivity coefficients and densities 
belong to a broad class of mathematical objects (i.e., response 
functions) of considerable interest in statistical mechanics. 
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APPENDIX A 

A simple derivation of Novikov's theorem can be ob­
tained by using path integral techniques (see, for example, 
the Appendix of Ref. 16). For the benefit of readers not fa­
miliar with the path integral formalism we provide here a 
derivation of this important result that uses only the func­
tional derivative concept. 

Let Z [J] be the characteristic functional associated 
with the Gaussian stochastic process t. By definition,7 

Z [J] = (exp(it f dt.,,(t )5j (t))) 

= exp( - + t f dtJJ(t)} (AI) 

The first equality above is just the definition of Z [J], the 
second is restricted to the case of white noise (i.e., a 8-corre­
lated Gaussian stochastic process). For an arbitrary func­
tional H [~] it follows that 

(H [~]) = H [ - i ~]Z [J] I, (A2) 
8J J=O 

that is, H [~] can be obtained by taking appropriate func­
tional derivatives of Z [J] and then setting J = O. Thus, 

(5ds)H [~]) = (- i_
8
_)H [- i ~]Z [J] I . (A3) 

Mk (s) l>J J = 0 

From Eq. (AI), 
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(A4) 

Defining Pj(t) = - i l)(Mj(t) and interpreting P and H [P] 
as operators acting on functionals of J, the right-hand side of 
Eq. (A4) can be written as 

LH [P](Jds)Z [J]) = ztH[P], Jds)]Z [J] 

+ iJds)H [P]Z [J]. (AS) 

Now 

[Pj(t ),Jds)] = - il>jkl>(t - s), 

therefore, 

[H [P], Jds)] = - i 8~::/ . 
(A6) 

(A7) 

One obtains Eq. (A 7) from Eq. (A6) in the same way that in 
quantum mechanics one gets [f(p), x] = - ifz(af(p)/ap) 
from the basic commutation relation [p, x] = - ifz, 
P = - ifz(a/ax). Thus, 

<5k(S)H [~]) = {l>H [P] I Z [J]} I 
l>Pk (s) P = _ ;II5II5JI J = 0 

/l>H[~]) 
- \ 8sds) . (AS) 

This result is known as Novikov's theorem. 23 

APPENDIX B 

In order to obtain Eq. (4.11) (with tl > t2 > ... > tn ) one 
should notice that the following identity holds l6

: 

.§... l> (x - p(t)) = D (x, t)l> (x - p(t)) + R (x, p(t), ~(t I), (Bl) 
at 

where D (x, t) is the Fokker-Planck operator, defined by 

D (x, t )f(x, t) = - I ~ [R;(X, a(t ))f(x, t) 
; ax; 

I - - I P;j(X' a(t)) 
2 jk 

X ~(Pkj(X, a(t ))f(x, t))]. (B2) 
aXk 

For the remaining term in the right-hand side ofEq. (B 1) one 
has 

R (x, p(t), ;(t)) 

a 
= - I - (Ri(p{t), a(t)) - Ri(x, a(t )))l>(x - p(t)) 

; ax; 

1 a 
- - I-{Pij(X, a(t))) 

2 ijk ax; 

a x- (Pkj(x, a(t))l>(x - pIt))) 
aXk 

- I ~ (Pij(P(t), a(t ))5j(t )l>(x - pIt ))). (B3) 
ij ax; 
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Despite its rather involved expression R (x, pit ), ~(t )) has 
some simple and useful properties, for example 

(R (x, p(t), ~(t))) = O. (B4) 

Another important property is the following. Suppose 
that F[p] is a functional of p that depends only on thepi(s) 
with S < t, then 

(R (x, p(t), sit ))F[pJ) = O. (B5) 

The contribution from the first term in the right-hand side of 
Eq. (B3) is trivial since, upon averaging, the factor in front of 
8 (x - pit )) is identically zero. Thus, 

(R (x, p(t)), ~(t )F [p J) 

= - ~ L ~ (Pij(X, a(t)) 
2 ijk aXi 

X ~Pkj(X, a(/))(8(x - P(t))F[P])) 
aXk 

a - L - (Pij(X' a(1 ))(Sj(1 )8(x - p(t))F [p] »). (B6) 
ij ax; 

Now, using Eqs. (3.10) and (4.5) 

(Sj(1 )8(x - pit ))F [p] > 

I a 
= - - L - (Pkj(x, a(/))(8(x - p(t))F[p])) 

2 k aXk 

+ L f dS(8(X - p(t)) 8F [p] 8 Pd
S
)). (B7) 

k 8Pk(S) 8sj(t) 

The definition of F [p] implies that 8F [p]/ 8p k (s) = 0 for s> I 
and Eq. (3.7) states that 8 pds)/8sj(t) = o for I>S, therefore, 
the second term in the right-hand side of Eq. (B7) vanishes. 
The remaining term in the right-hand side ofEq. (B7) exactly 
cancels the first term in the right-hand side ofEq. (B6) show­
ing that Eq. (B5) is satisfied. 

Introducing the Green's function associated with the 
Fokker-Planck operator, G (x, t; y, t '), 

~ G (x, I; y, t ') = D (x, t )G (x, t; y, t ') + 8(t - t ')8(x - Y), at 
(BS) 

lim G(x, t + E; y, t) = 8(x - Y), (B9) 
E--o+ 

Eq. (BI) can be rewritten as 

8 (x - p(t)) = f dx' G (x, t; x', s)8(x' - pis)) 

2727 

+ LX> dt' f dx' G (x,t;x',t ')R (x',p(t '),s(t ')). 

(B1O) 
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In Eq. (B1O) t > s. Consider now Pn (y" t I; ... ; Y n' tn ) with 
t, > t2 > ... > tn' From Eq. (4.9) one has 

Pn(YI' t l ; •.. ; Yn' tn) = (8(YI - p(tIl)F(p(t2)' ... , p(tn)))' (BII) 

where 

F(P(t2)' ... , p(tn)) = 8(Y2 - p(t2))···8(Yn - p(/n))' (BI2) 

Setting x = YI' t = t l , and S = t2 in Eq. (B1O) and inserting 
the resulting expression for 8 (YI - p(t l )) in the right-hand 
side of Eq. (B II) one obtains 

Pn(YI' t l ; ••• ; Yn, tn) 

= f dx' G(YI' t l ; x', t2)Pn(x', t2; Y2' t2; ... ; Yn' tn)·(B13) 

Equation (B5) was used to arrive at Eq. (BI3). Notice that the 
multiple time distribution in the right-hand side ofEq. (B13) 
has two identical time variables. Thus using Eq. (4.10) one 
obtains Eq. (4.11). 

IG. Nicolis and I. Prigogine, Self-Organization in Nonequilibrium Systems 
(Wiley, New York, 1977). 

2M. Mangel, J. Chern. Phys. 69, 3697 (1978). 
3p. M. Franck, Introduction to System Sensitivity Theory (Academic, New 
York,1978). 

4J. Hwang, E. Dougherty, S. Rabitz, and H. Rabitz, J. Chern. Phys. 69, 
5180 (1978). 

'H. Rabitz, Computers and Chemistry 5,167 (1981). 
6J. Tilden, V. Costanza, G. McRae, andJ. Seinfeld, in ModellingofChemi­
cal Reaction Systems, edited by K. Ebert, D. Denfthard, and W. Jager, 
Springer Series in Chemical Physics, Vol. 18 (Springer-Verlag, New York, 
1981). 

7R. F. Fox, Phys. Rep. 48,179 (1978). 
"N. G. van Kampen, J. Statist. Phys. 24, 175 (1981). 
9Z. Schuss, Theory and Application of Stochastic Differential Equations 
(Wiley, New York, 1980). 

lO(a) J. Keizer, I. Chern. Phys. 63, 5037 (1975); (b) S. Grossman, I. Chern. 
Phys. 65, 2007 (1976). 

liD. McQuarrie, J. Appl. Probab. 4, 413 (1967). 
12L. Arnold, in Dynamics of Synergetic Systems, edited by H. Haken 

(Springer-Verlag, New York, 1980). 
"(al H. Grabert and M. S. Green, Phys. Rev. A 19, 1747 (1979); (b) H. 

Grabert, R. Graham, and M. S. Green, Phys. Rev. A 21, 2136 (1980); (c) 
H. Grabert, P. Hanggi, and I. Oppenheim, Physica A 117, 300 (1983). 

14M. Demiralp and H. Rabitz, J. Chern. Phys. 74, 3362 (1981). 
I'p. C. Martin, E. D. Siggia, and H. A. Rose, Phys. Rev. A 8, 423 (1973). 
16S. Ma and G. F. Mazenko, Phys. Rev. B 11, 4077 (1975). 
17N. G. van Kampen, Stochastic Processes in Physics and Chemistry (North-

Holland, Amsterdam, 1981). 
I"D. K. Dacol and H. Rabitz, I. Chern. Phys. 78, 4905 (1983). 
19R. Larter, H. Rabitz, and M. Kramer, J. Chern. Phys. 80,4120 (1984). 
20M. A. Kramer, J. M. Calo, and H. Rabitz, Appl. Math. Modelling 5,432 

(1981). 
2lL. S. Ornstein and G. E. Uhlenbeck, Phys. Rev. 36, 823 (1930). 
22M. C. Wang and G. E. Uhlenbeck, Rev. Mod. Phys. 17,323 (1945). 
23E. A. Novikov, Zh. Eksp. Teor. Fiz. 47,1919 (1964) [Sov. Phys. IETP 20, 

1290 (1965)]. 

D. K. Dacal and H. Rabitz 2727 



                                                                                                                                    

The Gauss and the Weingarten equations for extended objects and their 
spinorization 
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Giirsey's program of geometrization and spinorization of motion of the classical point particle is 
generalized to the objects with spatial extension. For this purpose, the Gauss and the Weingarten 
equations in differential geometry were adopted. Since the spinorized version of the Gauss and the 
Weingarten equations is much less stringent than the original equations, it is expected that it 
serves to provide us with a way in which solutions are easily obtained. 

PACS numbers: 11.10. - z, 11.90. + t, 02.40. + m 

I. INTRODUCTION 

The motion of the classical point particle is treated by 
the Newton equation (or its relativistic version). The funda­
mental variables are the position vector of the particle and 
their time evolution is described by the Newton equation. In 
quantum mechanics, the behavior of a particle is described 
by the Schrodinger equation (or by the Dirac equation). As 
has been argued by Giirsey,1 the conceptual gap between the 
two different approaches may be narrowed and the compari­
son between the classical and quantum descriptions may be­
come easier, if one could introduce a spinor in classical me­
chanics. 

Following the above line of reasoning, Giirsey de­
scribed a classical point particle in terms of the Frenet-Ser­
ret equation and showed that it can be represented equiv­
alently by spinor equations. The essence of Giirsey's 
spinorization lies, however, in the geometrization of the mo­
tion of a point particle in terms of a tetrad rather than a mere 
spinorization of the classical particle. 

The close relation between a tetrad (or a triad) and a 
spinor has been exploited by many authors in different con­
texts. Forinstance, a number ofJapanese authors recognized 
the convenience of using spinor variables in constructing a 
rigid sphere model of high energy particles. 2 As has been 
discussed by us in previous occasions, the existence of a tet­
rad (or a triad) implies that of a spinor and vice versa, and the 
link between the tetrad and the spinor is provided by the 
Fierz identities. 3 

On the other hand, there has been considerable interest 
in attempts to treating extended objects such as string mod­
els in high energy physics and solitons, and various interest­
ing techniques and results are being obtained.4

•
5 In particu­

lar, a number of authors investigated the soliton problems 
from the geometrical point of view to gain an insight into 
apparently different models.4 

The purpose of this paper is to present a general geomet­
rical scheme for the description of extended objects in terms 
of the Gauss and the Weingarten equations and to show that 
these equations can be replaced by spinor equations. This 
may be considered, on the one hand, as a generalization of 
Giirsey's program mentioned earlier, it is hoped, on the oth­
er hand, that the general formalism will provide us with a 

method in which extended objects are accommodated in rel­
ativistic field theory in a natural way. 

As an elementary orientation, we first review in the next 
section the Frenet-Serret formula for an orbit of a point par­
ticle, and impose on it an evolution equation. The integrabi­
lity of the equations will be discussed briefly. Having geome­
trized the motion of a point particle, we show in Sec. III that 
the Frenet-Serret equation and the evolution equation can 
be reduced to spinor equations (three-dimensional spinor). It 
is also shown that the integrability condition of the spinor 
equations agrees entirely with that of the original Frenet­
Serret and the evolution equations. Section IV is devoted to a 
general geometrical formalism of extended objects. In this 
formalism the motion of tangent vectors of the extended ob­
jects is given by the Gauss equation whereas that of normal 
vectors is given by the Weingarten equation.5 Thus, the tet­
rad formed by the tangents and the normals can be reduced 
to a four-dimensional spinor. Hence, the Gauss and the 
Weingarten equations can be replaced by spinor equations, 
as will be shown in Sec. V. Again, the integrability condition 
for the spinor equations is compatible with that of the Gauss 
and the Weingarten equations, though they are not exactly 
the same. 

The general formalism presented in Sees. IV and V will 
be illustrated in Sec. VI explicitly in the case of a string. We 
shall discuss in the last section some consequences and 
further problems associated with our formalism. 

II. THE FRENET-SERRET EQUATION 

Let us consider a string of an arbitrary shape in three­
dimensional space. In an arbitrary point on the string, we set 
up an orthogonal triad consisting of the unit tangent a(t), the 
normal a(2), and the binormal a(3). The shape of the string is 
described by the orthonormal triad satisfying the Frenet­
Serret equation 

a(t)I = Ka(21, 

a(2JI = _ Ka(t) + ra(3), 

a(3JI = _ ra(2), 

(2.1a) 

(2.1b) 

(2.1c) 

where K and 'T are the curvature and the torsion of the string, 
respectively. The prime stands for the derivative with re-
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spect to the length of the string measured from a specified 
point on the string, which is indicated by S I. 

We note that the Frenet-Serret equation (2.1) can be 
written in the form, 

aali
) _ ij 111 

--I -wla , as 
(2.2) 

with 

~,=["'{]~( -~ 
K 

~) 0 
-1' 

(2.3) 

where in Eq. (2.2) the summation overjfrom 1 to 3 is under­
stood. 

In order to describe the motion of the string, we consid­
er the equation of the form 

aali
) _ ij 111 

--0 - woa , as (2.4) 

where SO is the time variable and wg is a matrix skew sym­
metric with respect to i andj, so that the norm and the ortho­
gonality of the triad is preserved. 

Since the vector a ll1 should be determined uniquely from 
Eqs. (2.2) and (2.4), the integrability condition 

[ a", a ",] 
as l -WI' as o -wo =0 (2.5) 

must be satisfied. The square brackets in Eq. (2.5) stand for 
commutator. Using the explicit form (2.3), we obtain, from 
(2.5), the integrabilty condition 

a 12 
Wo aK 13 
-- - -- - 1'W = 0 as I aSo 0 , 

aw I3 
_0 __ KW23 _ 1'W21 = 0 as I 0 0 , 

a 32 
Wo aT 31 as I + aso + KWo = O. 

(2.6a) 

(2.6b) 

(2.6c) 

The skew symmetric quantity @o = [wg] is so far arbitrary, 
as long as it satisfies Eq. (2.6). If we take6 

o - K1' K' 

K" 
'" 

K1' 0 --r 
Wo= K (2.7) 

-K' 
K" r-- 0 
K 

the integrability condition (2.6) becomes 

k = - 2K/1' - K1", (2.8a) 

(
K" )' T = -; - r + KK'. (2.8b) 

It can easily be shown that Eqs. (2.2) and (2.4) with (2.3) and 
(2.7) are reduced to the equation4 

(2.9) 

which is the continuum limit of the one-dimensional version 
of the Heisenberg ferromagnet model with the nearest­
neighbor interactions. 

We point out that the equation of motion such as (2.9), 
the Frenet-Serret equation (2.2) and their integrability con-
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dition have proven to be a useful way to find a new equation. 
For instance, in the example given above, the integrability 
condition (2.8) leads to a nonlinear Schrodinger equation 

iip = - ¢" - !1¢12¢. (2.10) 

To show that Eq. (2.8) is equivalent to (2.10), we put, follow­
ing Hasimoto, 

¢=K exp{zJ5' ds IT}. (2.11) 

Then, we have 

iip = {i~ - f' ds I T}¢. 
Upon using (2.8b), Eq. (2.12) becomes 

iip = ! - 2i1'K'/K - i1" - K" /K + r - !~l¢. 

On the other hand, from Eq. (2.11) 

¢/ = (K'/K + i1')¢, 

¢" = (K'/K + i1')'¢ + (K'/K + i1')2¢, 

= (K" /K + i1" + 2i1'K'/K - r)¢. 

Combining (2.15) and (2.13), we arrive at Eq. (2.10). 

(2.12) 

(2.13) 

(2.14) 

(2.15) 

III. SPINORIZATION AND INTEGRABILITY CONDITION 

As has been discussed in previous occasions 7 the triad 
alI), a(2), and a(3) implies the existence of a two-component 
spinor indicated by ¢. If we define the charge conjugation of 
¢by 

(3.1) 

where U 2 is the second member of the Pauli spin matrices, 
and • the complex conjugate, then the triad can be represent­
ed by 

with 

a\I)~i/J, 

a\2)=(Ri + R r)l2J, 

a~3)=(Ri - R r)/2iJ, 

J=(¢t¢), 

Ji=(¢ tUi¢ ), 

Ri=(¢ C
t

Ui¢), 

R r=(¢ tUi ¢ C). 

Due to the Fierz identities 

where 

U A 'UB etc. = 1,uI ,u2,u3, 

the quantities defined in (3.3) satisfy the relations 

JiJi = !R)?i = J2, 

JRi = iEijkJjRk' 

RiRj + RjRi = 2(DijJ 2 - JiJj ), 

(3.2a) 

(3.2b) 

(3.2c) 

(3.3a) 

(3.3b) 

(3.3c) 

(3.3d) 

(3.5) 

(3.6a) 

(3.6b) 

(3.6c) 

which ensure orthonormality and completeness of the triad 
(3.2). Noting the relations 
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r't/J=o, 

t/Jc'r = t/J tt/J, 

t/J C'Uit/J c = - t/J tUit/J, 

(3.7a) 

(3.7b) 

(3.7c) 

we can spinorize the Frenet-Serret equation (2.2) with (2.3) 
as 

at/J = _ ~ 7t/J +!!:... t/J c (3.8a) as l 2 2' 

at/J c = ~ 7t/J c _ !!:... t/J. (3.8b) 
as l 2 2 

The evolution equation (2.4) can be spinorized as 

at/J = _ ~ uP'" + ~(WI2 + iW I3 )'" c (3.9a) as 0 2 0 'I' 2 0 0 'I' , 

ar = ~W23'" e _ ~ (w 12 _ iW I3 )",. (3.9b) aSO 2 ° 'I' 2 ° ° 'I' 

To demonstrate that Eq. (3.8) can reproduce the Frenet­
Serret equation (2.2), we first calculate, using (3.8a) and its 
conjugate 

a '" t", _ at/J t '" '" t at/J 
as I ('I' '1') - as I 'I' + 'I' as I 

i t i =-7t/J t/J--7t/Jtt/J=0, (3.10) 
2 2 

where the relation (3.7a) has been used. Similarly, we obtain 
a . . 

as I (t/J tUit/J) = 1- 7t/J tUit/J - 1- 7t/J tUit/J 

1 tit 
+TKrUit/J+TKt/J uir 

= K( (r'uit/J) + (t/J tui rlJ/2. (3.11) 

Dividing this equation by J and using Eq. (3.10), we arrive at 
the first equation (2.1a). The other equations (2.1b) and (2.1c) 
can be obtained in the same fashion. Equations (3.9) can be 
shown to reproduce the evolution equation (2.4) in exactly 
the same way. 

To investigate the integrability condition of Eqs. (3.8) 
and (3.9), we define two 2 X 2 matrices 

A 1 ( 7 il l =-
2 - iK 

iK), 
-7 

(3.12a) 

A 1 ( W6
3 

i(w// + iW//)) 
~=- , 

2 - i(W62 - i(63) - W63 (3.12b) 

and rewrite the above equations as 

(3.13a) 

(3.13b) 

where 

(3.14) 

The integrability condition ofEqs. (3.13) can be written sim­
ply as 
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(3.15) 

On substituting the explicit form (3.12), we obtain the rela­
tion (2.6), which was established for the vector equations 
(2.2) and (2.4). Thus, we see that the integrability condition of 
the spinor equations is identical to that of the original vector 
equations. 

IV. THE GAUSS AND THE WEINGARTEN EQUATIONS 

We generalize the above consideration to extended ob­
jects in the 3 + I-dimensional Minkowski space, represent­
ed by xf-L fJl = 1,2,3,4) with X4 = it. Let us consider an ex­
tended object of m + 1 dimensions in the Minkowski space. 
The spatial extension of the object is expressed in terms of 
coordinates S a (a = I,,,.,m) with 0<m<3, whereas the tem­
poral extension is represented by so. A pointYf-L on the ex­
tended object is then a function of 5 a, i.e., 

Y/L =Yf-L(sa) (a = O,I, .. ,m). 

We define the vectors 

B =(Jyf-L 
f-La- aSa ' 

which are tangents of the extended object and satisfy 

aYf-L aYf-L 
B}wBf-Lb = as a as b gab' 

Assuming SO to be a timelike variable, we have 

goo <0. 

(4.1) 

(4.2) 

(4.3) 

(4.4) 

We also consider the normals Nf-Lp (P = m + 1, ... ,3) at the 
point Y /L satisfying 

Bf-LaNf-LP =0, 

Nf-LpNf-LQ = DpQ . 

For the tangent vectors, the Gauss equation 

aBAa Ie J 
asb = lba BAc + HpbaNAP 

holds where 

Ic J-~ ee{ agae + agbe _ agba } 
I ba 2 g as b as a as e 

(4.5) 

(4.6) 

(4.7) 

(4.8) 

is the Christoffel symbol and H Pba is the second fundamental 
tensor with respect to the normal NAP' 

On the other hand, the normal NAP satisfies the Wein­
garten equation 

(4.9) 

where L pQb is skew with respect to P and Q, i.e., 

L pQb + L QPb = O. (4.10) 

The Gauss equation (4.7) and the Weingarten equation (4.9) 
are the generalization of the evolution equation when b = 0 
and ofthe Frenet-Serret equation when b #0. These equa­
tions determine the shape of the extended object as long as 
the coefficients (~a J, H Pba and L PQb are given. 
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Of course, for these equations to be compatible, integra­
bility conditions must be satisfied. They are known as the 
Gauss, Codazzi, and Ricci equations which we shall not 
write down here explicitly. 

Before we proceed further it is interesting to see some 
special cases. If we consider a point particle moving in the 
Minkowski space and take the proper time as so, the Gauss 
equation (4.7) can be arranged as 

dBAO ds ° = - KINA I , 

and the Weingarten equation (4.9) as 

aNAl 
--= - KIBAO + K2NA2 , 
dsO 

dNA 2 

dsO 

(4.11) 

(4. 12a) 

(4. 12b) 

(4. 12c) 

The unit tangent BAO (timelike) and the three spacelike unit 
normals NAP (P = 1,2,3) satisfy the orthonormalization rela­
tion 

h t;:)h!ff) = 8aP , 

where a and {3 run from 1 to 4, and 

h (4)=iB 
I-' 1-'0' 

h IP)=N (P 123) 
I-' - I-'P =". 

(4.13) 

(4. 14a) 

(4. 14b) 

Equation (4.11) and (4.12) are nothing but the four-dimen­
sional generalization of the Frenet-Serret formula put for­
ward by Synge.8 In this case, the problem of integrability 
does not simply arise, since there is only one independent 
variable involved. We note that Eqs. (4.11) and (4.12) can be 
written as 

dh la) 
__ 1-'_ = oyUfJh 1fJ) (a,/3 = 1,2,3,4), 
dso ° I-' 

(4.15) 

with 

( 0 

K2 0 

D A -K2 0 K3 
Wo= [wgfJ] = ~ -K3 0 

-IKI 0 0 

(4.16) 

The spinorization of the vector equation of the form given in 
(4.15) is straightforward. Introducing a four-component 
spinor 1/1, the tetrad h t;:) (a = 1,2,3,4) can be constructed as 

h~)=(RI-' +RI-')l2(J 2+J;)1/2, (4. 17a) 

h~) = (RI-' -RI-')/2i(J 2 +J;)1/2, (4. 17b) 

h (3) = J /(J 2 + J2 )112 
I-' 51-' 5' 

h (4) = ih 10) = iJ /(J 2 + J2 )1/2 
I-' I-' I-' 5' 

(4. 17c) 

(4. 17d) 

where 

2731 

J=~"', 
Js = ~iYs1/l, 
JI-' = ~iyl-''''' 
JSI-' = ~iysYI-' 1/1, 
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(4.1Sa) 

(4.1Sb) 

(4.1Sc) 

(4.1Sd) 

RI-' = ~Ciyl-' 1/1. 

RI-' = ~iyl-' 1/Ic. 

The ~ is the charge conjugation of 1/1 defined by 

1/Ic = c~t, 

with 

c-Iyl-'c= -~, 

C= _ct. 

(4.1Se) 

(4. 1St) 

(4.19) 

(4.20a) 

(4.20b) 

Due to the Fierz constraint conditions, orthogonality and 
completeness of the four vectors h t;:) hold, as has been dis­
cussed previously.9 Using these relations, the spinor equa­
tions 

iip = -!(iKI + K3Ys)1/Ic + ~(K2 + ays)1/I. 

iipc = - !(iKI + K3Ys)1/I - !(K2 - aysW, 

(4.21a) 

(4.21b) 

with an arbitrary real number a, are shown to reproduce the 
four-dimensional Frenet-Serret equation (4.15) with (4.16). 
The calculation is almost identical with the nonrelativistic 
case, hence we shall not repeat it here. 

Notice that Eqs. (4.21) agree with those obtained by 
Giirsey when the real constant a is put equal to zero. I 

V. SPINORIZATION OF THE GAUSS AND THE 
WEINGARTEN EQUATIONS 

For the purpose of spinorization of the Gauss and the 
Weingarten equations (4.7) and (4.9), it is convenient to re­
write them first in terms of the orthonormal tetrad h t;:) intro­
duced earlier, and to bring them into the form 

with 

ah la) 
I-' _ afJh 1fJ) 

asb -Wb 1-" 

W~fJ + oI/,a = 0, 

which ensures that the condition 

(5.1) 

(5.2) 

h t;:)h!ff) = 8afJ (5.3) 

is always preserved. The actual calculation to bring the 
Gauss and the Weingarten equations into the form (5.1) is 
tedious, but can be carried out in a straightforward manner 
by using the Gram-Schmidt procedure. We shall perform an 
explicit calculation later in the case of a string moving in the 
Minkowski space. 

The spinorization of the equation of the form (5.1) is 
quite straightforward. Consider a four-component spinor 1/1 
and its charge conjugation ~, and set up their equations as 

and 

i a1/l =~ 'W I2
+(W34 +1'I)Y j'" as a 2 l a a 'fa 5 If' 

i a~ = - 21 !(Wi4_iw~4)+(W~3_iw~I)Ysj1/l 
asb 

(5.4b) 

The Pauli conjugate equation of these can be obtained if we 
recall that the index 4 always carries the imaginary unit 
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i==Ff. The quantity 7Jb is an arbitrary real number. 
To show that Eqs. (5.4) agree with (5.1) with the identifi­

cation (4.17), we first calculate, using (5.4a) and its conjugate, 

aJ = _ 'I? J (5.5a) asa 'fa 5' 

If we use (5.4b) and its conjugate we obtain 

aJ5 - J 
asa -7Ja , 

which, together with (5.5a), gives 

~(J2+J;)=0. 
asa 

(5.5b) 

(5.6) 

Again combining (5.4a) and its conjugate, we easily establish 

i a;a Jp = w:I(Rp + Rp)l2 

+ w:2(Rp - Rp )l2t 

(5.7a) 

Similarly, 

i~R =W I2R _(WI4+iw24\T asa I' a I' a a "'1' 

(5.7b) 

+ (W~3 - iW!I)J5p' (5.7c) 

Thus, Eqs. (5.1) can be reproduced out of the spinor equa­
tions (5.4). 

The integrability condition of the original equation (5.1) 
can be written as 

(5.8) 

In order to show that the integrability condition of the spinor 
equation (5.4) is compatible with (5.8), we first define the 
2 X 2 matrices 

- (W!4 + iW~4) - (W~3 + iW~I)r5) 
- W!2 - (W!4 - 7Ja )r5 . 

(5.9) 

Then, Eqs. (5.4) can be put into the form 

[ I ~ - n ] 1/1 = 0, 
asa a 

(5.10a) 

where 

(5. lOb) 

Hence, the integrability condition ofEq. (5.10) reads as 

i~na -i~nb + [na,nb ] =0. (5.11) 
asb asa 

Observe that the matrix (5.9) can be written in the form 

n =A 1011+ ~A (i)r. 
a a ~ a I' 

where r i are 2 X 2 Pauli matrices and 

A ~Ol = 7Ja r5' 

A ~I) = - W!4 - w~3r5' 

A ~) = W~4 + w~lr5' 
A ~I = W!2 + w~4r5' 

(5.12) 

(5.13a) 

(5.13b) 

(S.l3c) 

(s.13d) 

The integrability condition (5.11) is then reduced to 

aA ~Ol aA ~I 
-----=0, 
asb asa 

~A(II_~AIll+E AIJ1Alk)=0 
as b a as a b ljk a b . 

(s.14a) 

(5. 14b) 

It is not difficult to see that the condition (5. 14b) is identical 
to Eq. (5.8). The additional condition (5.14a) is, on account of 
(s.13a), 

(5.15) 
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which implies that the function 7J a is arbitrary but must be of 
the form 

(5.16) 

Hence, the 7J terms in the spinor equations (5.4) can be eli­
minated by the local chiral gauge transformation. 

VI. STRING IN MINKOWSKI SPACE 

The general scheme to accommodate extended objects 
into the Minkowski space presented in the previous section 
will now be worked out explicitly in the case of a string. A 
point on a world sheet formed by the motion of the string will 
be denoted by (SO,S I). Let the coordinates of the point with 
respect to the Minkowski space be y p' Then, 

yp =yp(r,s I). (6.1) 

The tangents at the point are defined by 

ayp 
B"a=- (a =0,1), 
~ aSa 

which are normalized as 

ayp ayp_ 
BpaBpb = aSa aSb gab =gba' 

(6.2) 

(6.3) 

Since one of the tangents B 1'0' say, is of timelike and BpI of 
spacelike, we have 

goo <0, 
gll >0. 

Hence, we have 

g gio - g~ll >0. 

(6.4a) 

(6.4b) 

(6.5) 

There are two unit normals Npp (p = 2.3) at the point, satis­
fying 
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Bl'-oNl'-p =0, 

Nl'-pNI'-Q = ~PQ' 

(6.6a) 

(6.6b) 

The tangents B 1'-0 (a = 0.1) and the normals NI'-p (P = 2.3) 
satisfy, respectively, the Gauss equation (4.7) and the Wein­
garten equation (4.9). 

To describe these equations in terms of the orthonormal 
tetrad h ;:), we take h~) to be in the direction of BI'-o, and h~) 
to be a linear combination of BI'-o and BI'-I' Thus, we obtain 

h~) = BI'-o/~ - goo, (6.7a) 

h~) = (BI'-I - (glO/goo)Bl'-o)~ - goo/g, (6.7b) 

h (2)-N 
I'- - 1'-2' 

h (3 )-N 
I'- - 1'-3' 

(6.7c) 

(6.7d) 

As is easily checked, Eqs. (6.7) satisfy the orthonormaliza­
tion condition (5.3) when BI'-o and NI'-p satisfy Eqs. (6.3) and 
(6.6). Equations (6.7) can be inverted as 

BI'-o=h~)~, 

BI'-I = ~ - g/gooh~) - (glo/~ - goo)h ~), 

N -h (2) 
1'-2 - 1'-' 

N -h (3 ) 
1'-3 - 1'-' 

(6.8a) 

(6.8b) 

(6.8c) 

(6.8d) 

If we differentiate (6.7) and use the Gauss and the Weingar­
ten equations, we obtain, after tedious calculations, 

Wa= [U)~P] 

ah (2) _1'-_ 
at a 

- i g H h (4) r--:::- 20a I'-

" - goo 

_ ~ - g IH I hll)+L h (3)j (6.9b) 2 a I'- 23a I'- ' 
goo 

ah (3) 
I'- _ i g H h (4) _ ~ _ g H I h II) r--:::- 30a I'- 3 a I'-

" - goo goo 

L h (2) (69 ) - 23a 1'-' • c 

-i.Jg l6ajh ll ) 
goo I'-

1 
+i IH20ah~)+H30ah~)j, 

~ -goo 

where 

h (4) = ih 10) 
I'- I'-

and the relations 

glO =gOI =glo/g, 

gil = - goo/g, 

gOO = _gllig 

have been used. Hence, we have 

(6.9d) 

(6.10) 

(6. 11 a) 

(6. 11 b) 

(6.11c) 

° H/a/..JgIT H/a/..JgIT ilba j.Jglgoo 

- H2 Ia/..JgIT ° L 23a 

- H3 1al ..JgIT -L23a ° 
(6.12) 

- ilba j.Jg/goo iH20b/~ - goo iH30b/~ - goo ° 
It is instructive if the general treatment above is put into 

the following form. Let us consider the timelike surface giv­
en by 

YI'- = tOe~) + tle~) + t/J (tl,tO)e~1, (6.13) 

with 

e~) = (O,O,O,i), (6. 14a) 

e~) = (1,0,0,0), (6. 14b) 

e~) = (0,1,0,0), (6.14c) 

e~) = (0,0,1,0). (6.14d) 

Note that Eq. (6.13) is equivalent to 

Yo = to, (6.15a) 

YI=SI, (6.15b) 

Y2 = t/J (51,tO), (6.15c) 

namely, a string lying on the XI axis oscillating in the X 2 
direction with the displacement t/J. If we apply the general 
theory to (6.13), we obtain 
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ay . 
B = _1'-_ = elO) + "'e(2) 

1'-0 at O I'- or I'-

B = ayl'- = ell) + '" 'e(2) 
1'-1 at I I'- or 1'-' 

where 

And, 

goo = ¢ 2 - 1, 

glO = ¢t/J', 
gil = t/J ,2 + 1, 

g = ~o - g~ 11 = I + t/J ,2 _ ¢ 2. 

(6.16a) 

(6. 16b) 

(6.17a) 

(6.17b) 

(6.18a) 

(6.18b) 

(6.18c) 

(6.18d) 

The orthonormal tetrad constructed by (6.7) becomes 
h;:)=jaPefj), (6.19) 
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with 

( J-g'/g tP'/~ -g~ 0 - i# 'I J - goof<) 
j~(faPl ~ - fiJi 1/~ 0 - itP/~ 

0 1 o . 

i~/~-goo 0 1/~ -goo 
Since Eq. (6.19) is an orthogonal transformation, we have 

},=}-I. 

The Gauss and the W~ingarten equations can be obtained from (6.19) in a straightforward manner: 
h (et) =1' aPe(B) = (/jrr-1)aPh (f3)=waPh (f3) 

" "J ,,- 0 '" 

h (a)1 =1'aPe(B) = If~ 'I~ -1)etPh (P)=wetPh (P) 
"" ,,-I ,,' 

Hence from (6.20) and (6.21), we obtain 

Wo [wgP] 

o 

~tP '~ - goo~ I 

g~ -goo 
o 
. tP/~ 

-{--

goo~ 

o 

gootP II - ~tP '~ I 

g~ -goo 
o 
. tP '~ I 

-{--

goo~ 

~tP '~ - goo~ I 

g~ -goo 

0 

0 

~ 
~-g~ 

~tP '~ ,_ gootP II 

g~ -goo 

0 

0 

~' 

~-g~ 

0 
. tP/~ 
{--

goo~ 

0 -i ~ 
~-go~ 

0 0 

0 0 

0 . tP '~' 
(--

goo~ 

0 -i 
~' 

~-go~ 
0 0 

0 0 

The integrability condition is automatically satisfied in 
this case as is easily verified. Namely, 

[ a A a A] aso - wo, as I - WI 
with 

B~ =g"bB"b . A, A [A A 1 = Wo - WI + WO'W I 

= til-I), -If'l-I)' + il-1'1- 1 -I'I-Yf-I = 0 
(6.24) 

Substituting (6.16) and (6.18) into (6.27) we arrive at 

on account of 

If-I), = -1- 1/'1-1, 
If-I)' = -1-IjJ-I. 

(6.25a) 

(6.25b) 

The spinor equations can be written down as in Eq. (5.4) 
using (6.23).10 

a;a (~B~) 
_ h (2)".ab a2 

A. (f: ) 
- I' 5 as aat b 'fJ ~ 

= h (2) ~ I - (tP 12 + l)~ 
" g 

+ 2~tP I ~ , - (~2 - l)tP II J = O. 

(6.20) 

(6.21) 

(6.22a) 

(6.22b) 

(6.23a) 

(6.23b) 

(6.27) 

(6.28) 

(6.29) 
For the complete determination of the behavior of the 

tetrad, the quantity tP (S ) is yet to be given. 
If we take the covariance as a guide, II the simplest equa­

tion of motion can be obtained from the variational principle 

8fdsOdtl~=O, (6.26) 

Note that the variational principle (6.26) implies the element 
of the surface formed by the string to be optimized. Equation 
(6.29) is a nonlinear equation so that it is difficult to find a 
general solution. Some of the solutions will be given in the 
Appendix. 

which leads us to covariant equation 
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Ifwe give up covariance, we may impose the variational 
relation such as 
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(6.30) 

with 

,2"0==: _ ~ (6.31) 

which gives us the simple wave equation 

¢-4>" =0. (6.32) 

The Liouville field theory can be obtained, again giving 
up the covariance, if we take, instead of (6.31), the Lagran­
gian 

!i" = !i" 0- J-l2e"'. (6.33) 

VII. DISCUSSION 

The mathematical scheme given in the text of this paper 
provides us with a method to deal with a motion of spatially 
extended physical objects. The Gauss and the Weingarten 
equations describe the "internal" motion of the objects in 
terms of the curvature, the torsion and the like. These quan­
tities are treated as given in this paper, but they are some­
thing which are to be determined by dynamics of the total 
system just as in Einstein's gravitational theory, the curva­
ture of the space is determined by the distribution of matter. 

The problem of the interaction between physical objects 
has been left out so far in our formalism. This is because it is 
difficult to set up at this stage any realistic coupling between 
the external and internal degrees of freedom, and also the 
entire formalism is still too primitive to take into account the 
successful feature of the group theoretical approach in the 
local field theory. For the latter aspect, the spinorization of 
the fundamental equation will no doubt play an important 
role, whereas the former must be carefully investigated in 
connection with the quantization. In particular, the restric­
tion on the relation between spin and statistics can no longer 
be taken for granted because the basic postulates to prove the 
relation are by no means obvious for the internal degree of 
freedom. 

Apart from the fundamental problems mentioned 
above, there are some practical advantages in geometriza­
tion and spinorization of extended objects. As can be ob­
served readily, the spinor version of the fundamental equa­
tions is less stringent, since the orthonormalization 
condition of the tetrad is automatically satisfied. Thus, In­
oue and Omote obtained exact solutions of the nonlinear (J'­

model by transforming the original equation into a spin or 
form. 12 

The geometrization of one-dimensionally extended ob­
jects has been exploited by a number of authors in order to 
treat soliton solutions and to discover new soliton equa­
tions.4 The method presented in this paper can easily be uti­
lized for the same purpose to treat objects with the higher­
dimensional extension. 
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APPENDIX 

Equation 

- (4) ,2 + I)¢ + 2¢4> ' ¢ , - (¢ 2 - I),p " = O. (AI) 

We have not succeeded in finding all possible solutions, but 
some of the solutions are as follows: 

(A2) 

wherefis an arbitrary function. To verify (A2) is a solution of 
(AI), we note that for (A2), we have 

¢ = -,p'. (A3) 

Substituting (A3) into the left-hand side of (AI), we find that 
it vanishes identically. 

(A4) 

Similarly, (A4) is also a solution where g is arbitrary. 

(iii) ,p = ~ log I A (s: + s:) + a I + const. (AS) 
A A(s -s )+/3 

It is interesting to see that although (A2) and (A4) are 
solutions individually, the sum of them is not in general a 
solution. Ifwe insist that (A2) and (A4) coexist, the form off 
and g is restricted to (AS), where A, a, and /3 are arbitrary 
constants. 

(iv) ,p = ~ log I sin(JS I + a)sinh2(JS 0 + /3) 
J 

+ ~sin2(Js 1 + a)sinh2(Js 0 + /3) + 1 J 

+ con st. (A6) 

As can be verified directly (A6) satisfies two equations 

- (4) ,2 + I)¢ + ~(,p ,2 + 1)' ¢ = 0, (A 7) 

(1 - ¢ 2),p" - !(I - ¢ 2)',p' = 0, (A8) 

the sum of which gives Eq. (AI).13 The solution (A6) grows 
with SO as SO becomes large. 
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Gauge theories on the torus T2 and higher-dimensional tori are considered. The compactness of 
these manifolds induces boundary conditions on path integrals, one for each compactified 
dimension. Gauge fixing affects these boundary conditions, causing them to be non periodic in 
certain gauges, the non periodicity being expressed in terms of a gauge transformation or "twist." 
The eigenvalues of the twist functions can be interpreted as spin variables in an effective spin 
theory, as is done in temperature field theory. The spin theory action, the effective potential, 
center symmetry, and the high-temperature limit are discussed. We clarify the connection 
between this spin theory and CHooft's formalism for gauge theories on a torus. 

PACS numbers: 11.15 - q, 11.30. - j 

I. INTRODUCTION 

Gauge theories at finite temperature, as well as theories 
of the original Kaluza-Klein type, are defined on a cylindri­
cal space-time manifold M = En xS I. The compactness of 
S 1 is expressed through a periodic boundary condition on the 
path integrals of the (unfixed) gauge theory. This boundary 
condition leads to an interesting analogy between the gauge 
theory, and an effective static "spin" theory defined on En . 
Gauge fixing (for certain gauges) causes this boundary condi­
tion to become nonperiodic or "twisted," the twist function 
{} (x) being a static gauge transformation. Alternatively, the 
eigenvalues of n (x) can be interpreted as the degrees of free­
dom of a scalar theory defined in terms of the boundary 
condition-the spin theory. Thermal effects in the gauge 
theory are closely related to the dynamics of the simpler spin 
theory. Through the application of universality arguments, 
which should reveal the critical behavior of the latter, one 
hopes to gain a better understanding of the original gauge 
theory. 1 

Our aim in the present article is to extend the gauge 
theory-spin theory analogy to tori, i.e., to manifolds 
En X T" . The main features of this generalization are fairly 
well illustrated by the torus T2. Moreover, the Euclidean 
space En plays a somewhat passive role. Therefore, we shall 
suppress it and work mainly with the manifold M = T2. 

Initially, it will be unnecessary to specify the gauge the­
ory under consideration. The Euclidean classical action of 
the theory is denoted by 

S=S[f], J=AI",rp,J/l, .... 

It depends on the gauge potential AI" and on boson and fer­
mion matter fields rp,J/l, respectively. 

In Sec. II, we discuss gauge fixing in the general Fad­
deev-Popov language. This leads (Sec. III) to a general for­
mula for the effective spin theory action in terms of twisted 
boundary conditions. Section IV is devoted to the definition 
of center symmetry, and to the breaking of this classical sym­
metry at high temperature. A discussion of the temporal 
gauge follows in Sec. V. The connection between 't Hooft's 
formalism2 for gauge theories on a torus, and the spin theory 
formalism used here, is given. We define and investigate the 
effective potential V.ff(AI") which provides an alternative to 

the spin theory approach. Some remarks concerning higher 
dimensions are made in Sec. VI. 

Some previous studies of gauge theories on a torus are 
the following. (i) There is an investigation by 't Hooft2 in 
which pure SU(N) gauge theories are defined in a periodic 
four-dimensional box ( = T 4

). This takes care of infrared reg­
ularization. The free energy F of the system with specified 
electric and magnetic flux lines is expressed in terms of cer­
tain path integrals with twisted boundary conditions. F is 
shown to possess an important electric-magnetic symmetry. 
It is possible to demonstrate that simultaneous electric and 
magnetic confinement cannot occur for gauge group SU(3). 
Indeed, only three phases are possible: an electric confining 
phase, a (magnetic confining) Higgs phase, and a so-called 
Georgi-Glashow phase with zero mass gap. The 't Hooft 
formalism has been extended to supersymmetric SU(N) 
gauge theories.3 (ii) Next, there is a series of papers by Ri­
chard and Rouet4

•
5 which analyze the instanton contribu­

tion to the Cpl model on T2. (iii) Finally, there is an article6 

showing that the CpN - 1 models on E 2 and T2 are related by 
a conformal transformation. 

II. GAUGE FIXING 

Before gauge fixing, the generating function for a Eu­
clidean gauge theory on the torus T2 is 

Z= f[df]e-SIJ] 

J( /3,x tl = rJ J(O,x I)' 

J(xo,a) = J(xo,O), 

(1 ) 

whereJrepresents the fields of the theory and rJ = + 1 (- 1) 
for boson (fermion) fields. Boson (fermion) fields are periodic 
(antiperiodic) in Euclidean time Xo with period /3 = T - 1, 

where Tis the temperature. Here all fields are chosen period­
ic in space, but antiperiodic spatial boundary conditions are 
also possible. 

To fix the gauge we use the Faddeev-Popov formula7 

(2) 

Here A ~ = UAI" U -1 + iU JI" U -1 is the gauge-trans-
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formed potential obtained from AI' by the local gauge trans­
formation U (x). Let f1 denote the corresponding gauge 
transformation off 

Inserting Eq. (2) into Eq. (1) one finds 

Z = f IJ dU(X)f [df].J [AI' ]«5 [ F(A ~)]e-S[f], (3a) 

f(P,xI) = 1Jf(O,xI)' 

f(xo,a) = f(xo,O) 

= f IJ dU(X)f [dfU].J [A ~]«5[ F(A ~)]e-S[fUl (3b) 

[fU] u-'(P,x l) = 1J[fU] U-'(O,xl)' 

[fU]U-'(xo,a) = [fU]U-'(xo,O) 

= f IJ dU (X)f [df].J [AI' ]«5[ F(AI')]e- SU ] (3c) 

fU-'(P,xIl = 1Jfu -'(O,xd, 

fU-'(xo,a) =fu-'(xo,O). 

Here we have used the gauge invariance of.J [ A I' ] ,S [f], and 
[df] to obtain the second formula, followed by a change of 
variablesf1-f to reach the third. These manipulations par­
allel similar ones in the temporal gauge analysis of T = 0 
gauge theories8 and T> 0 gauge theories.9 The gauge has 
now been fixed. 

III. ANALOG SPIN THEORY 

The last equality in Eq. (3) is almost the desired formula 
for Z. It remains to eliminate the irrelevant integrations in 
n x d U (x). The integrand for these integrations is a function 
of the twist variables 

no(xl)=U-I(P,xl)U(O,xI), 
(4) 

Let us give this integrand the name 

e -s'lf[n~l== f[df].J [AI' ]«5[F(AI')]e- s (5) 

n -I 
f(xo,a) =f 1 (xo,O). 

One then simply discards the integration over d U (x) at points 
not on the boundary (P,xl)' (O,xIl, (xo,a), (xo,O) of the space­
time rectangle. Elementary manipulations lead to the final 
expression 

z= fIIdno(xl)IIdn(xo)e-S'If[n~l. 
XI Xo 

(6) 

Observe that Z has been expressed in terms of an effec­
tive action Self[nl'] whose variables are the twists nl'. The 
following points deserve attention. 

( 1 ) Self is not an ordinary field theory, in that ilo(x II and 
il 1 (xo) are defined on different manifolds. Of course, a phys­
ical system with two sets of variables, depending on position 
and time, respectively, can be imagined. 

(2) Gauge fixing has twisted the boundary conditions of 
the gauge theory. Naturally, the twist variables are gauge-
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dependent. There exist gauges in which one or both of these 
variables is unity, modulo a constant elementzEC of the cen­
ter C of the gauge group G. (C consists of all elements zEG 
which commute with every element gEG.) 

(3) The functions ill' are not entirely independent. Self 
consistency at the corners of the space-time rectangle leads 
to a constraine 

(7) 

where ZEC is an element of the center. 
(4) One must realize that compactification of a particu­

lar space-time direction Xa imbues the corresponding com­
ponent Aa of the gauge potential with more dynamical im­
portance than it possesses in flat space. For example, these 
particular components Aa cannot be eliminated by gauge 
transformations from the theory. The twists na are certain 
functions of these variables, which differ from gauge to 
gauge. In gauges with unit twists, one can always define an 
effective action Self[Aa] directly in terms of Aa. This action 
has the same dynamical content as Seff[ila ] in a gauge with 
variable twists. 

IV. CENTER SYMMETRY 

Pure non-abelian gauge theories possess a useful classi­
cal symmetry under global gauge transformations UEC be­
longing to the center C of the gauge group G. Both the gauge 
potential AI' and a scalar field in the adjoint representation 
of G are invariant under the center, i.e., f U = f for UEC. 
Thus, for Yang-Mills theories with or without ajoint scalars, 
the boundary condition in Eq. (5) is explicitly invariant un­
der the replacement fll'_zjJill' , zl' EC. Therefore, 

(8) 

This is sometimes referred to as center symmetry. 1 

Matter fields in the fundamental representation clash 
with center symmetry. For such fields the transformation 
rule isfz = zf;:Jf, and the effective action does not have the 
classical symmetry (8). 

Center symmetry provides a useful guide l to the dy­
namics of a given theory. If this symmetry is valid classically, 
but broken quantum mechanically, then we have a case of 
dynamical symmetry breakdown. 

At high temperature, quantum effects do not tolerate 
center symmetry. Thus, if the low T theory is sufficiently 
well understood, one can say whether or not dynamical sym­
metry breakdown occurs as a function of temperature. A 
similar comment applies to the parameter a. 

Consider the high temperature limit P = T - 1-0, 
where the gauge theory becomes static. In any gauge, p-o 
implies ilo-zEC. This follows the first boundary condition 
in Eq. (5) and the requirement that all fieldsf(O,xIl be defined 
at P = o. Consequently, no ceases to be a dynamical vari­
able-or, the spin theory exhibits perfect order in no at 
T = 00. We emphasize that no approaches a particular 
(though arbitrary) element zEC. Thus center symmetry will 
be broken at very high temperature in any gauge theory. 

A pure Yang-Mills theory is center symmetric at low 
T, but not at high T. Hence there occurs dynamical symme­
try breakdown. 1o As the broken symmetry is discrete, no 
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Goldstone bosons are induced, and the high-T phase is im­
plied to be massive for any compact semisimple gauge group. 
This is true for any dimensionality of configuration space: 
center symmetry is not tied to any particular dimension. A 
well-known example is four-dimensional QCD which is 
massive at finite temperature. II In two dimensions, Cole­
man's theorem, 12 which forbids the breakdown of a contin­
uous symmetry, is not activated as long as C is discrete. 

Things are different for abelian gauge groups G, for 
then the center coincides with the group. If G is continuous, 
then symmetry breakdown implies the presence of Gold­
stone particles, and a Coulomb phase for the theory. Actual­
ly, there will be no symmetry breakdown in an abelian the­
ory with matter fields, for the simple reason that the latter 
are always in the fundamental representation. Hence, there 
is no classical symmetry to be broken, and no reason to ex­
pect a massless phase. 

A pure abelian gauge theory does have center symme­
try, and symmetry breakdown may occur in more than two 
dimensions. The possibilities for lattice U( I) theories are 
compiled in Ref. 1. 

v. TEMPORAL GAUGE 

The temporal gauge A {{ = 0 and the axial gauge 
A Y = 0 play symmetric roles on T2. With obvious changes, 
the discussion to follow concerning the temporal gauge ap­
plies to the axial gauge as well. 

A. Analog spin theory 

The gauge transformation to the temporal gauge 
A {{ = 0 from any periodic gauge is 

U -I(xo,xd = {pexp ifo dXoAo(Xo,xI)}U-I(O,XI), (9) 

where P denotes path ordering. Observe the factor U (O,x I) 
here, which is an arbitrary static gauge transformation ex­
pressing the residual gauge freedom in the temporal gauge. 
We choose U (O,xl) = 1, thereby eliminating this remaining 
freedom. Then, U(xo,a) = U(xo,O) and 111 = 1. Thedynami­
cal variables in this gauge are A I and the twist 

110(x l ) = Pexp i f: dxoAo· (10) 

An effective action, equivalent to the one in Eq. (S), is thus 
defined by 

z = f:g dl1o(x l J"g dAI(x)exp (- Seft' [I10 .A I ]), (11) 

exp ( - Seft' [l1o.Ad)= f [df']e - S[Ao= OJ, (12) 

il O- 1 

f( Pox d = rtf (O,x d, 

f(xo,a) = f(xo,O), 

where [df'] is [df] without the factor nxdA,u (x). The tempo­
ral gauge is, of course, ghost-free (.::1 [A,u] = 1). Note that 110 
must satisfy the constraint (7), which here reads 
110(a) = zI1o(O). 
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B. Electric flux on the torus 

Next, we would like to relate the effective action Self to 
the temporal gauge formalism developed by 't Hooft for the 
representation of electric and magnetic flux lines in SU(N) 
gauge theories on a torus. The four-dimensional formalism 
in Ref. 2 can easily be adapted to other dimensions, and in 
particular to the present case where only electric flux exists. 
The twisted functional integrals W [k,m;a,/1] in Ref. 2 corre­
spond here to the functionals (12) in the following way: 

(13) 

Note that the integer k is a topological index, labeling differ­
ent topological sectors defined by 

110da) = e21TikINl1ok(0). (14) 

Thus 11 Ok is a "twisted twist," a notion that has arisen 
through the compactification of a second dimension. 

Following Ref. 2, the free energy F(e) associated with e 
flux lines along the x I axis is given by 

e - /3F(e) = ~ Ie - 21TikelN w [k;a,p ]. (IS) 
Nk 

Appropriately, exp( - PF (0)) is the average of the W [k;a,p], 
while F (e of 0) is obtained from a certain combination of these 
functionals. 

The low temperature gauge theory confines electric 
charge due to the one-dimensional nature of configuration 
space. For nonintegral charge, confinement will persist to 
any finite T for the same reason. But integral charge will be 
screened at high T, by dynamical charges. (Generally gauge 
theories become plasmalike for T - 00. See Refs. 10, 11, and 
13 for examples.) Therefore, the flux number e should cease 
to be defined as p-o. It is interesting to see how this hap­
pens. 

As T _ 00, 11 Ok becomes a constant element of the cen­
ter ZN' Together with Eq. (14), this implies that k can only 
take the value k = 0 at T = 00. Nonzero values of k are total­
ly suppressed-the effective action Seft'[11 Ok.A I] is infinite 
for k ofO. The right-hand side ofEq. (1S) therefore becomes 
independent of e, and flux number no longer has a meaning. 

This suppression of topological sectors with nonzero k 
comes about as follows. Consider Eq. (10) for an abelian the­
ory, or for a small non-abelian potential Ao, when it has the 
form 

11 ( ) 
_ i/3Ao,(.<,( 

Ok XI - e , 

where A Os (x tl is the static part of Ao, and is here constrained 
to satisfy 

Aos(a) = Aos(O) + 21Tk IN. 

This equation defines the k th topological sector for abelian, 
or for small, Ao. Obviously, nonzero k implies that A Os is not 
constant. Constant potentials can contribute only to the 
k = 0 sector. Now the essential point is, that Ao becomes 
constant as T _ 00, because its quantum mechanical mass 
goes to infinity (Ref. 9). Thus the k = 0 sector is selected as 
T-oo, and all other sectors are discarded. Spatial fluctu­
ations cost infinite energy at infinite temperature. This argu­
ment can be generalized using Eq. (10), but the basic idea 
remains the same. 
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In higher dimensions exactly the same thing happens. 
One has the twisted functions W[k,m;a"B], where the topo­
logical integers k; and m; label twists in equations like (14) 
for the planes (Oi) and Uk), respectively. The number of mag­
netic flux lines piercing the Uk) plane is m;. For electric flux 
there is an equation analogous to (15) defining integers e; 
which specify the number of electric flux lines piercing the 
(Oi) plane. As T -+ 00 the integers k; all must vanish, and 
electric flux is no longer defined. This is precisely what one 
expects from the picture 13 of deconfinement as a condensa­
tion of electric flux lines filling the vacuum. Note that mag­
netic flux is not affected. 

C. Effective potential 

As a further illustration of Eq. (2), let us consider the 
effective potential Velf = Self for a constant potential Ap' 
choosing for simplicity an abelian theory with one-loop ac­
tion 

S= ( d2X[~F~1 +~( _D 2+M2)¢]. (16) 
)T' 2 2 

From Eq. (10) we see that no = exp i/3Ao, and Eq. (12) be­
comes 

e - Velf = f [d¢ d¢ ] exp ( - + f d 2X ¢ ( - D 2 + M 2)¢ ). 

¢ (/3,xI) = e - ;{3Ao¢ (O,xd 

¢ (xo,a) = ¢ (xo'O) 

(17) 

Here Do = ao (because S was evaluated at Ao = 0) and 
DI = al - iA I • The subscripts on the determinant refer to 
the space of functions ¢ on which this determinant is evalu­
ated. These functions satisfy the boundary conditions in Eq. 
(17), and have the Fourier expansion 

n,m 

liJ n = 21Tn//3, km = 21Tm/a. 

The determinant of interest can therefore be written 

detoo.1 ( - D 2 + M2) 

n,m 

(18) 

(19) 

There are several comments to make concerning this 
determinant. 

(1) It requires normalization. The procedure l4 for one 
compact dimension cannot be used here. To the author's 
knowledge the calculation of the determinant (19) remains 
an open mathematical problem. Until this problem is solved, 
one cannot give an explicit formula for Velf(Ao.A d. 

(2) Velf is gauge independent, of course. In the Appen­
dix we sketch the calculation of Velf in the Lorentz gauge. 

(3) Fortunately it is possible to understand the structure 
of Velf without normalization. This potential is a function of 
A ~ and Ai. It is periodic in Ao with period 21T//3, and in A I 
with period 21T/a. The minima of Velf are at Ao = liJ n , 

AI=km • 
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(4) Quantum fluctuations in the scalar field lead to the 
effective potential which breaks center symmetry, i.e., invar­
iance under the replacement Ap-+Ap + A.p for constant A.p' 
In Sec. IV, the functional boundary condition for the theory 
(16) led us to the same conclusion. 

(5) Effective potentials in non-abelian gauge theories for 
constant matrix potential Ap = diag(Apa) can be expressed 
as a sum of abelian effective potentials. II Therefore, the ele­
mentary example just given can be extended to much more 
complicated situations. 

VI. CONCLUSION 

In this article we have described some of the new fea­
tures encountered in gauge theories when E 2 is compactified 
to T 2. The extension to tori of higher dimension proceeds in 
an obvious fashion. For each compactified coordinate 
O<xp <ap there appears a boundary condition on the com­
ponent A p of the gauge potential. Gauge fixing mayor may 
not twist this boundary condition, depending on the gauge. 
The effective spin theory will depend on each twist np (or on 
Ap if np = I for this gauge). Consequently, the effective po­
tential depends on Ap for each compactified coordinate. 

When all d + 1 dimensions have been compactified, the 
effective potential can be obtained from the determinant 

det( - D2 + M2) 

= II [(liJ no -Ao) + ... + (liJ nd -Ad)2 +M2], (20) 
No,···,nd 

where liJnl' = 21Tnp/ap' For M = ° the logarithm of this de­
terminant is an Epstein zeta function. IS In a related con­
text,16 some properties of these functions are given for the 
case Ap = 0. Moreover, the extension to M #0, Ap = ° is 
discussed in Ref. 16. No study of the general case M #0, 
Ap #0 is known to the author. 

The effective potential is periodic inAp and has its mini­
ma atAp = liJnl' for all sets of integers f np J. When the size of 
the torus becomes very small in a certain direction, say 
a{3-+O, the corresponding component of A{3 approaches one 
of the values A{3-+liJnl" Simultaneously, in the effective spin 
theory, the twist n{3-+Z{3EC approaches a constant element 
of the center. 

APPENDIX: LORENTZ GAUGE 

The Lorentz gauge ap Ap = ° is doubly periodic, and 
therefore np = l. To see this, consider the infinitesimal 
gauge transformation U = 1 + iu from an infinitesimal peri­
odic potential Ap to a neighboring infinitesimal potential 
A ~ = Ap + ap u + i[ u.Ap ] which satisfies ap A ~ = 0. 
One finds Du = - ap Ap ' implying that u(x) is doubly peri­
odic. 

The dynamical variables in this twistless gauge are Ap ' 

and one defines the effective action by 

z= fIJdAp(X)e-Self[AI'J, 

e - Self [AI' J= ( [dj' de de ]o[ apAp ]e - s', 
)periodiC 

S'=S+ ( d 2xc(-D+i[Ap,ap ])e. 
)T' 
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Here the ghost field term in S I replaces the factor.d [AI'] in 
the integrand. 

Seff[AI'] must contain the same information as 
Seff[flo.A 1] in the temporal gauge. Let us demonstrate this 
using the abelian theory (16) as an example. The ghosts de­
couple, and for constant AI' the effective potential is defined 
by Eq. (17) with strictly periodic boundary conditions, 

Velf =lndet( _D2+M2), DI' =JI' -iAI" 

This determinant coincides precisely with Eq. (19), demon­
strating the gauge invariance of the result. 
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For certain strongly coupled (2/ gl f3 > 0 and small) Euclidean Z 3 lattice gauge theories we show 
that the glueball mass m(f3) associated with the truncated plaquette-plaquette correlation 
function admits the representation m(f3) = - 41n f3 + r(f3). r(f3) = ~: = abnf3 n is a gauge group 
representation dependent function, analytic at f3 = O. A finite algorithm is given for determining 
bn • bn depends on a finite number of the f3 = 0 Taylor series coefficients of the finite lattice 
correlation function at a finite number of points, increasing with n, of Z 3. 

PACS numbers: 1l.15.Ha 

I. INTRODUCTION 

Recentlyl an analysis of the spectrum of the lattice 
quantum field theory associated with certain strongly cou­
pled Euclidean Z 3 lattice gauge theories with Wilson action 2 

was begun. Specifically the truncated plaquette-plaquette 
correlation function 

G (x, f3 )=G (Y;Z, f3) = lim G A (Y;z, f3), 
A t z~ 

x =y -z, x,y,zEACZ 3 

was considered. Here 

GA(Y;Z,f3) = (X(gPyX(gP)A - (X(gP)A (X(gp)A , 

where X is a real character associated with an r-dimensional 
irreducible representation of the compact gauge group, gp

x 
is 

the oriented product of group elements along the boundary 
of the plaquette p" located at x and perpendicular to the 1-
direction. The expectations ( . ) A are finite lattice A C Z 3 

averages in the Gibbs ensemble with Boltzmann factor 
exp(f3pc ~P C AX(gP)) (f3 is related to the coupling constantg 
by f3 = 2/gl) and measure dgA , the product of Haar mea­
sures dlJ of the gauge group, one for each bond of A. The 
existence, f3-analyticity and translation in variance of the 
A f Z 3 limit is established in Ref. 3 (or see Ref. 4) for small 
1f31. We denote points x E Z 3 by x = (x I'X), x = (X2,x3) and 
Ixl =~1=1 IXil = IXII + Ixi. We let - denote the Fourier 
transform, i.e., G(p,f3) = ~"EZ3 eip"G(x), where 

3 

px = L PiX;. P = (Pl'P), Pi E (-1T,1T). 
;= 1 

In Ref. 1 for f3 > 0 and small, it is shown that there is an 
isolated dispersion curve m( p), real analytic in p, 
P E ( - 1T,1T F, m( p»m(O) = m,m defined by 

. -1 
m== 11m -In G(x = (x l ,O),f3), f3>0, 

X.-oo Xl 

where m is interpreted as the glueball rest mass. m( p) is de­
fined by 

m( p) = lim --=-!.In ( L eip· xG (x, f3 )). 
x.-oo Xl x 

Furthermore, the mass and dispersion curve satisfy 

lim m(f3) = 1, lim m( p) = 1, 
f3la -41nf3 f3la m 

uniformly in p E ( - 1T,1Tf, 

In Ref. 5 strong coupling expansions of m(f3) have been ob­
tained for some gauge groups. Our results, stated as Theo­
rems I and II, provide a quasianalytic, computable, conver­
gent perturbation theory for the dispersion curve. 

Theorem I: (a) There exists a function r(f3), depending on 
the representation of the gauge group, analytic at f3 = 0, 
such that, for allf3 > 0 and small, m(f3) admits the representa­
tion m(f3) = - 41n f3 + r(f3), 

(b) There exists a f3 / > 0 such that for each f3 E (0, f3 /) 
m(f3 ) is analytic. 

Remark: f3 / may be larger than the radius of conver­
gence of the f3 = 0 Taylor series of r(f3 ). 

Theorem II: 

b =J.. dnr (f3=0) 
n n! df3" ' 

the nthf3 = 0 Taylor series coefficient ofr(f3), can be comput­
ed by a finite algorithm. bn depends on a finite number of the 
f3 = 0 Taylor series coefficients of the finite lattice correla­
tion function at a finite number of points, increasing with n, 
ofZ 3

. 

Remark 1: It will be seen in the course of the proof of 
Theorem II that, by using the polymer expansion of Ref. 4, 
(d k / df3 k)G (O;x, f3 = 0) = d kG A (O;x, f3 = 0)/ df3 \ where 
IA I, the number of points in A, depends on and increases 
with Ixl and k. We emphasize that there are no troublesome 
volume-dependent terms that have to be canceled in the 
thermodynamic limit as occurs, for example, in formally ap­
plying the Rayleigh-Schrodinger expansion to the time-con­
tinuum Hamiltonian version of the model. 6 

Remark 2: Similar results hold for the dispersion curve 
m( p) and for abelian gauge groups with Re X replacing X in 
the definition of the correlation function. 

In Sec. II we give the proofs of Theorems I and II. In 
Sec. III we make some concluding remarks. 

II. PROOFS OF THEOREMS I AND II 

The proofs of Theorems I and II will be given after some 
preliminary lemmas. The results of Ref. 1 as well as ours 
follow from f3 analyticity and x-decay properties of G (x, f3) 
andF(x,f3), where F(x,f3)=F(y;z,f3), x=y-z is the 
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convolution inverse of G (x; y, fl) interpreted as a matrix op­
erator on 12(Z3), i.e., F (x; y) = G - I(x;y), 
l:zF(x;Z) G(z;y) = DXY' Specifically F(x, fl) has faster XI fal­
lotfthan G (x, fl). We state the results of Ref. I (see also Ref. 7) 
in the form needed here as Lemmas 1 and 2. Let IIGII (IIF II) 
denote the '2(Z 3) operator norm of G (F ). In what follows, all 
results are to be understood as holding for all sufficiently 
smalllfll; c, c', cl, C2 ... will denote strictly positive constants. 

Lemma 1: (a) There exist c, c l, C2 such that G (x, fl) is 
analytic in fl, 

IG(x,fl)l<c l lcflI 4Ix ,1 + lxi, IIG II <C2 

and 

G (xl,x,{J) = G ( - XI,X, fl). 

(b) G (p, fl) is jointly analytic in P and PI' 
11m P II < - 4 In I cfll, the x sum converges absolutely. 

Lemma 2: (a) There exist c', C3' C4 such that F (x, P) is 
analytic in /3, 

IF(x,P)I<c3Ic'P 151x ,1 + lxi, x:f( ± 1,0); 

for x = ( ± 1,0) replace the 5 by 4, IIF II < C4 and 
F(xl,x,fl) = F( - xl,x,fl). 

(b) F = G -I = (I + P -I(G _ P)) - Ip -I = 
l:;;,=o (- W[P -I(G - p)]np -I is convergent in norm 
whereP: 12(Z 3) ~ 12(Z 3) has matrix elementsP (x;y) = G (x,y) 
o xy and 1 G (0, fl ) I is bounded away from zero. 

(c) F (p, P) is jointly analytic in P and PI' 
Ilmpll < - 51nlc'p I, the x sum converging absolutely. 

(d) F (p, fl) G (p, P) = 1 in the analyticity region of 
G(p,P). 

(e) Forfl> ° PI = iw( p) satisfiesF(PI = iw( p), p, 
P) = ° and is the only zero of F (p, P) in 
O<lmpI< -51nlc'PI, IRepII<1T,issimpleand(aFI 
apd(PI = iw( p),p,fl) = Z'( p»O. 

The proofs of Theorems I and II are based on the im­
plicit equation for m(/3) of Lemma 2(e) written as the fl = ° 
Taylor expansion of F (p, P), where the terms up to and in­
cluding order P 4 are explicited and are obtained from the 
P = ° Taylor expansion of G (p, P) (see also Ref. 8). We let 

4 pm dmG 
Gs(x,P)-G(x,P)- L ---(x,P=O) 

m=O m! dpm 

fl5 il 4 J5G 
= - (l-t) -(X,5'=Pt)dt 

4! 0 at5 

and let Gs (p, P) be the Fourier transform; Fs (x, P ) and 
Fs(p, P) are defined similarly. We also let Fs(n, P) 
=l:xFs(xl = n, x, P) for n = 0, 1,2, ... and set 
F(PI,P)=F(PI'p = O,P). 

Lemma 3: There exist c, c5, C6 such that 
(a) I Gs(x,P)I<csl/3 1

5
, 

(b) For allp, p real, Ilmpll < - (4 - !)lnlcp I, 

G(p,P) = 1+ glfl + gzP2 + gfi3 + g~4 
+ (/34Ir4) (e- 'P , + eiP ,) + Gs(p,P); 

the x series of Gs (p, P) converges absolutely and 
IGs(p, fl)1 <c6IflI 5

• gi' 1 <i<4, are group representation-de­
pendent constants given by, with 1m =SXm(g) df.J,(g), 

gl = 13 , g2 = (14 - 3)/2, g3 = (Is - 10 I 3 )/3!, 
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g4 = (16 - 1514 - IOn + 30)/41. 
Proof (a) follows by a Cauchy estimate on (a 5G I 

at 5)(x,t = Pt) using Lemma l(a). 
(b) By Lemma l(a) for x satisfying 41xtl + Ixl>5, 

Gs(x, P) = G (x, fl), IGs(x, fl)1 <cI Jcfll 4lx ,1 + lxi, and using (a) 
for the other x, IGs(p, P )1<c6IP 15 follows by summing these 
bounds, multiplied by eI1mP,llx,l, over x. For x such that 
41xII + Ixl <4, by the cluster expansion of Ref. 3, it follows 
that G (x, P) = limA; z' G A (O;x, fl) uniformly in Ifll which 
implies that the P = ° derivatives of G (x, P) are equal to the 
Z 3 1imitsofthep = ° derivatives ofGA (O;x,fl ),O,x EA CZ 3

• 

The P = ° Taylor series coefficients of G A (O;x, P) are ob­
tained from the quotient series separately expanding the nu­
merator and denominator (partition function) of the expecta­
tions and using the Peter-W eyl (PW) theorem.9 Note that for 
finite A the denominator is analytic at P = O. From Ref. 1 
G(XI = l,x = O,P) = (lIr4)p 4 + o (/35); expanding the nu­
merator of G A (x I = O,X, P), written in terms of duplicate 
variables, and applying the PW theorem we find that 
G (XI = 0, x, P) = 0 (/35) for Ixl >2. Thus we are left with 
G (x = 0, P) and G (XI = 0, x, P), Ixl = 1. By direct calcula­
tion we find 

G(x = 0, P) = 1 + gtP + gzP2 + gfi3 + g~4 + 0(/35), 

G(XI = 0, x,P) = 0(/35), Ixl = 1. 
Lemma 4: There exist c', C7' Cg, c9 such that 
(a) IFs (x,P)I<c7 IPI 5, 
(b) for allp, p real, Ilmpll < (5 - !)lnlc'p I, 

F(p,P)= 1 +rlfl+rzP2+rfi3+r~4 

- (/34Ir4)(e- IP' + eip ,) + Fs(p, P); 

the x series of Fs (p, P) converges absolutely and 
IF,(p,P)I';;;cgIP 15; ri' l<i<4, are given by 

rl= -gl' r2= -g2+gi, r3= -g3+ 2glgZ-gi, 

r4 = - g4 + gi - gigz + g~ - 2gigz + 2glg3· 

(c) Fs(n, P )/p4n is analytic, the x series converges abso­
lutely, and 

IFs(n,P)I<c9 IcP 15n
, n:fO; IFs(n = 0,P)I<c9 IP 15. 

Proof (a) follows by a Cauchy estimate on (a 5 F I 
at 5)(X,t = Pt ). 

(b) The bound IFs (p, P) I <cslP 1
5 follows as in the proof 

of Lemma 4(b) but uses Lemma 2(a). The coefficients of pm, 
0<m.;;;4, are found using Lemma 2(d) and 3(b). 

(c) from Lemma 2(a) for x such that 51x l l + Ixl>5, 
x:f( ± 1,0), Fs(x,P) = F(x,P), IFs(x,P)I<c3Ic'P 151x ,1 + Ixl 
and using (a) for the other x the result follows on summing 
these bounds over x with x I = n. 

We now give the proofs of the theorems. 
Proof of Theorem I (b ): F (PI' P) is jointly analytic inpi 

and P for P E (0, fl '), PI = Im(f3), by Lemma 2(d). From 
Lemma2(c)(aF lapI)(PI = Im(/3),p)#Osotheresultfollows 
from the analytic implicit function theorem. lo

•
11 

Proof of Theorem I(a): We write 
FfppP)=F(PI'p = O,P) as 

F(PI'P)= 1 +rtP+rzPZ+rfi3+r~4 
_ (/34Ir4)(e - ip, + e'P ,) + rs(n = 0, P) 

00 

+ I rs(n,p)(e-'P,n + eiP,n). 
n= 1 
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Consideration of the asymptotic form of mrp), i.e., mrp) 
- - 41n f3, motivates the introduction of the auxiliary com­
plex variable wand function H (w, f3) such that 
H (w = - rp 4/r4)e - ip, + 1, f3) = F (PI' f3), where 

H(w,f3) = w + r~+rj32 +r:J3 3 + rfl4 
- f38/"s(1 - w) + rs(n = 0, f3) 

+ ntl r s (n,f3)[ ( r4(~-: W)y 

+ ( r4(f~ w))1 
We show below that H (w, f3) is jointly in w, f3 for Iwl, 1f31 
small, H(O,O) = 0, (aH / aw)(O, 0) = 1. By the analytic implic­
it function theorem there exists a unique analytic function 
wrp )for 1f3 I small such thatH (wrp ), f3) = 0, w(O) = O. As the 
only zero ofF(PI,f3) is atpi =imrp) for f3>ObyLemma 
2(e) we have w( f3) = - rp4/r4)em

(P) + 1 or 
m( f3) = - 4 In f3 + 4 In r + In( 1 - w( f3)). From Lemma 
4(c) each term of H(w, f3) is analytic for Iwl < 1 and by the 
ratio test the series is uniformly convergent for Iwl small. 
ThusH (w, f3 )isanalyticfor Iwl, I f31 small,andH (0,0) = I.A 
similar analysis shows that 

aH f38 "" 
aw (w,f3) = 1- "s(1_W)2 + n~1 r s(n,f3) 

X [( ;: y( - n)(1 - wt - 1 

( 
f34)n n ] 

+ 7 (l-wt+ 1 

and (aH /aw)(O,O) = 1. 
Proof of Theorem II: From the above proof 

m( f3 ) = - 4 In f3 + r( f3), rrp) = 4 In r + In(1 - w( f3 )), 
r( f3) = ~: = 0 b nf3 n, provides a convergent expansion for 
mfJJ). bn is determined from a finite number of the (1/ 
n!)(d nw(O)/ df3 n) which can be calculated in terms of w, f3 
partial derivatives of Hat (w, f3) = (0,0) (see Ref. 11) and 
involves a finite number of f3 = 0 derivatives of rs (m, f3). 
For examples the first two derivatives are, letting 
D'/J==.an/af3 n,D'; =am/awm

, 

dw = -D H(D H)-I 
d[J P w , 

d 2w 
df32 = - [DpDwHDpw+D~H](DwH)-l 

+ DwH (DwH )-2 [D ~HDpw + DwDpH]. 

Using the falloff in Lemma 4(c) only a finite number of m 
contribute and using the falloff of r (m,x, f3) only a finite 
number ofx contribute. Using Lemma 1 (a) only a finite num­
ber of terms in Lemma 2(b) contribute to (dkr /df3k) 
(m,x, f3 = 0) and again by Lemma l(a) only a finite number of 
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f3 = 0 derivatives of G (x, f3) and a finite number of x contri­
bute. 

We now tum to the calculation of gk (x), where 
G (O;x, f3) = ~k = ogdx)/3 k. Bythef3analyticityofGA (O;x, f3) 
and the uniform convergence in f3 of G A (O;x, f3) to G (O;x, f3) 

gdx) = lim gAdx), 
A rZ 3 

where G A (O;x, f3) = ~kgAk (x)/3 k. For sufficiently small 1f31 

1 d k 

gAdx) = k! df3k 

X{L_[ az InZ~(ao,ax)] II, 
Jaoaax ao=ax=O p=o 

where Z ~ (ao,ax) is the partition function with the Boltz­
mann factor exp{f3 ~pX(gp) + aoX(gpo) + axx(gpx)}' By the 
polymer expansion of Ref. 41n Z ~ and L can be expressed as 
an infinite sum over connected sets of polymers containing 0 
and x. However, as the activity of the polymer r is less than 
c'If3l c1rl for somec, c', where Irl denotes the size ofr, only a 
finite sum over a finite number of polymers occurs in 

(d k/df3 k)L IB=O' 

III. CONCLUDING REMARKS 

Similar methods, with similar results, apply to other 
lattice models, such as the high temperature l2 and pure 
phase low temperature l3 Ising model as well as to P (¢ ) mod­
els. 14 In the above models the mass is nondegenerate. The 
case of asymptotically rp ~ 0) degenerate masses as occurs in 
multicomponent spin, complex character gauge, and gauge-­
Higgs models requires a degenerate perturbation theory and 
is developed in Ref. 15. A convergent perturbation theory 
for the mass or masses of the time-continuum Hamiltonian 
versions of infinite space lattice spin, gauge,and gauge-mat­
ter models6 has yet to be developed. 
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We construct a cubic lattice of discrete points in superspace, as well as a discrete subgroup of the 
supersymmetry group which maps this "superlattice" into itself. We discuss the connection 
between this structure and previous versions oflattice supersymmetry. Our approach clarifies the 
mathematical problems offormulating supersymmetric lattice field theories and suggests new 
methods for attacking them. 

PACS numbers: 1l.30.Pb, 11.15.Ha 

I. INTRODUCTION 

The recent results of Mandelstam 1 concerning the van­
ishing to all orders in perturbation theory of the ,B-function 
for the N = 4 supersymmetric Yang-Mills model make any 
nonperturbative analysis of great interest. Unfortunately, no 
satisfactory method of placing supersymmetric gauge theor­
ies on a lattice is known. The basic problem is associated 
with a general feature of any supersymmetry algebra, name­
ly that the anticommutator of two supersymmetry transfor­
mations is a translation. The introduction of a lattice, which 
restricts the translations, therefore implies that the super­
symmetry algebra cannot be preserved. 

There have been several attempts to avoid this diffi­
culty. One approach2 involves using superspace, with the 
space-time component latticized; this method successfully 
places the Wess-Zumino model3 on the lattice, but cannot 
readily be extended to gauge theories. Other authors4 at­
tempt to keep only the Hamiltonian part of the supersym­
metry algebra on the lattice; unfortunately, the resulting 
models have difficulties with Lorentz in variance in the con­
tinuum limit. None of these methods are totally satisfactory. 

The present work is based on the philosophy that one 
should not try to maintain the supersymmetry algebra in a 
lattice theory. Only internal symmetries are represented in 
lattice theories via the algebra of their infinitesimal genera­
tors; space-time symmetries are always represented at the 
group level rather than at the algebra level. In general, a 
continuum space-time symmetry group is represented on the 
lattice by a discrete subgroup which acts as a group of mo­
tions of the lattice points themselves. For example, the Poin­
care group on the lattice is reduced to its discrete subgroup of 
unit translations and cubic rotations. Since supersymmetry 
is an extension of the Poincare group, and is therefore a 
space-time symmetry, we believe it is correctly represented 
on the lattice as a discrete subgroup. 

We shall construct a superspace lattice in which both 
the space-time and the anticommuting dimensions become 
discrete. The basic formalism relies on the mathematical 
analysis of continuum supers pace given by Rogers.5 It will 
be shown that a discrete subgroup of the supersymmetry 
group can be defined on the superspace lattice. The desirabil­
ity of such a construction has been recognized by other auth-

ors,4 but no explicit realization of it was given. We also show 
how to construct supersymmetry invariants by summing su­
perfields over the superlattice sites. We then discuss the ()­
expansion of our superfields. Within Rogers' formalism, and 
ours, the existence of a ()-expansion is not an automatic prop­
erty of "the most general superfield"; rather, it is an extreme­
ly strong constraint imposed on a superfield. We consider 
this the most important lesson of the superlattice approach: 
constructing a supersymmetric lattice field theory amounts 
to defining an action of a discrete group on a constrained 
field, and constructing invariants. The constraints are condi­
tions of analyticity in the Grassmann coordinates, and are so 
natural in continuum supers pace that they are assumed 
without comment. In the lattice context, however, they be­
come problematic. 

The outline of this paper is as follows. In Sec. II we 
discuss the definition and properties of the superlattice. In 
Sec. III we discuss the relation between our approach and 
previous versions oflattice supersymmetry. In particular, we 
show how the results of Dondi and Nicolai2 follow from ours 
once the analyticity conditions mentioned above are im­
posed on our superfields. However, our approach is more 
general and leaves open the possibility of weakening these 
constraints. This and other directions for future work are 
suggested in Sec. IV. We are particularly intrigued by the 
analogy between Rogers' notion of analyticity and ordinary 
complex analyticity, which deserves more exploration. 

II. THE SUPERLATTICE 

Our approach to lattice supersymmetry is based on the 
supers pace construction of Rogers.5 This section first re­
views Rogers' formalism, and then discusses the superlat­
tice. 

Recall that a real Grassmann algebra B Lover RL is 
defined as an associative algebra, under an operation /\, 
which satisfies the following two conditions. 

(1) Each pair of vectors v, w in RL satisfies 
v/\w = - w/\v. 

(2) B L contains all vectors in RL and may be generated 
from them and from scalar multipliers using the operation 
/\. 
A basis for B L therefore consists of the identity v I = I, of a 
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set of L vectors Vi' i = 1, ... ,L, and of all nonvanishing /\­
products of these vectors, denoted vu,"" Vij ... k , ... , V123 ... L' 
i <j < ... < k. Here, since complex conjugation of a vectorin 
B L is defined to reverse the order of anticommuting factors, 
we define 

(1) 

or 

Vij ... k = i Vi /\Vj /\ ... /\ Vk' (2) 

as necessary to maintain v'/j ... k = vij- .. k· In this way the basis 
vectors of BLare all real. There are 2L such basis vectors; we 
will denote them collectively by V r' The subset of vectors 
generated by I and by even /\ -products of Vi spans what will 
be referred to as the even part ° B L of B L , while the subset of 
vectors generated by Vi and by odd /\ -products of Vi spans 
the odd part IB L of B L . In what follows, where no confusion 
can arise, we shall omit the /\ -symbol. 

Now, if A is a vector in BL , then it may be expanded in 
terms of the basis V r as follows: 

(3) 

where ArE R are the components of A. Then a norm, de­
noted II II, can be defined on B L by 

IIA II = IIArl· (4) 
r 

Rogers chose this norm as it leads to a finer topology on 
superspace than those used by other authors.6 

Two useful projection maps acting on B L will now be 
introduced. The first, denoted E, is defined by 

E:Bc--+R, E(A) =A/. (5) 

The second, denoted s, is defined in terms of E by 

(6) 

The projections E(A ) and s(A ) are the analogs for Grassmann 
numbers of the real and imaginary parts of complex 
numbers. As will be seen later, these maps play an important 
role in the definition and physical interpretation of super­
fields. 

An (m,n )-superspace B 1',n, with m even and n odd co­
ordinates, is then defined as the Cartesian product of m 
copies of °BL and n copies of IBL . It is a 2L - I (m + n)-di­
mensional space. A point P in B 1',n is specified by 

P= (xl, ... ,xm;o 1, ... ,0"), (7) 

wherexiEoBL andeaEIBL fori = 1, ... ,manda = 1, ... ,n. We 
use carets on the even elements Xi to distinguish them from 
their Rm -space projections; thus, by definition, 

E(X') = x'. (8) 

The norm of P is defined by 

(9) 
(l 

Here, we wish to stress the distinction between Vi and ea : the 
Vi are fixed elements in the basis of BL , whereas the ea are 
variables taking values in tBL . 

As an example, consider the simple case of the four­
dimensional Grassmann algebra B2 over R2. The basis for 
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this algebra is the set of vectors ! I, V I' V2, V 12 = iv I /\ v21. An 
element A of B2 may be written 

A = aI + bV I + CV2 + dV 12, (10) 

for a, b, c, dE R. The norm of A is then 

IIA II = lal + Ib I + lei + Id I· (11 ) 

We can define a (1, 1)-superspace B ~,I based onB2• A pointP 
in this supers pace is written 

P=(X,O) 

(12) 

for a, b, c, dE R. 
Rogers proceeds further with an investigation of func­

tions on B 1',n. The starting point is the generalization of Ck 

functions on Rm to the so-called Gk functions on B 1',n. 
Eventually, the Goo functions on B 1',n are shown to be those 
which have a O-expansion with coefficients defined by a map 
z. The concept of a Gk function is not relevant to our discus­
sion, however, so we will not review further its definition and 
properties. See Ref. 5 for more details. Nonetheless, we will 
use the O-expansion later, and so we proceed now to outline 
it. 

First consider the z-map of an arbitrary B L -valued Coo 
function/(x i

). This is defined by z:C OO(Rm)---+G OO(B 1',n) with 

z [f ](Xi,O a) 
L 1 
I .,., 

), =0·· ~m=O il'" :1m' 

Hereaj denotes thejth partial derivative, ands(x')k denotes k 
/\ -products of S(Xi). Note that z(f] is independent of ea, i.e., 

z[f](xi,oa) =z[f](xl (14) 

The z-map is introduced to make explicit the distinction 
between functions of Xi and functions of Xi . It is best viewed 
as an analytic continuation map which extends functions of 
Xi to functions of Xi such that 

(15) 

The analytic continuation is defined via Taylor expansion 
about Xi = xiI in powers of S(Xi) = Xi - xiI. Note that func­
tions extended from space-time to superspace using the z­
map enjoy all the analyticity properties assumed in standard 
superfield manipulations. 

Now, the important feature of the z-map for our pur­
poses is that it may be used to define O-expansions. The rel­
evant proposition [2.11(d) in Ref. 5] states that for Goo func­
tions/ there exist uniquely defined Coo functionS/I" such that 

(16) 

where f..l is an index spanning all distinct nonzero /\ -pro­
ducts of elements in the set {ea,I j. Rogers calls this the z­
expansion of/; for B 1',n = B 1:4 it is equivalent to the usual 
superfield O-expansion in (4,4)-superspace. Note that the di­
mension L, usually undefined, must satisfy L-;'n, or else the 
O-expansion will have trivial terms. In this work we shall 
always assume L is sufficiently large to avoid such problems. 
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As an example, let us consider B ~,I, Thez-map reduces 
to 

z[f](x,8) = fIx) + aJ(x)·s(x). (17) 

Note that the term ~a !f(x)·s(x) t\ sIx) is zero in this special 
case of L = 2, because sIx) is just a multiple of V 12• The 8-
expansion becomes 

f(x,8) = z[f/] (x) + z[fo] (x) t\ 8. (18) 

For instance, the function fIx) = x 2 is associated with 
uniquely defined f/(x) = x 2 and fo(x) = 0, because 
x 2 = x 2 + 2x.s(x) = z[x2](x). Note also thatfo can be taken 
as a Coo function with values in the odd part of BL • Thenfo 
anticommutes with itself, as fermions should. 

We now tum to the construction of the superspace lat­
tice. It is defined as the subset of B ';-n for which the compo­
nents of each (f' are integer multiples of a real number k and 
for which the components of each Xi are integer multiples of 
k 2. Thus the superlattice is spaced by k in the (f' -directions, 
while it is spaced by k 2 in the Xi directions. For instance, in 
the previous example of B ~.I, Eq. (12), the components a and 
d are restricted to integer multiples of k 2 while band care 
integer mUltiples of k. In what follows, we shall set k = 1 for 
brevity. 

To motivate the superlattice definition, let us restrict 
ourselves to B t4, the usual (4,4)-superspace. Now, since B L 

is defined over RL, 8 a = 8 a*. Therefore (f' is a Majorana 
spinor. Accordingly, we will work in the Majorana represen­
tation of the Dirac y -matrices in which y* = - y, so that 
the matrices iy have real integer entries. Then a supersym­
metry transformation Q (1]), by a finite parameter 1]a with the 
same discrete values as (f' , is given by 

(19) 

The transformed point is evidently still on the superlattice, 
provided there is no boundary; we therefore always work on 
an infinitely extended superlattice. The superlattice is then 
invariant under a discrete group of super symmetry transfor­
mations.7 This group is generated by Q (a) and by the transla­
tion operator T(a) which acts as 

(20) 

An arbitrary element of the group may be written in the form 
Q (a)T(a), by using the relations 

Q(a)Q(/3) = Q(a +/3)T( - iiiy'/3), (21) 

Q(a)T(a) = T(a)Q(a), (22) 

T(a)T(b) = T(a + b). (23) 

The analog of the usual anticommutation relation is 

Q ( - /3)Q ( - a)Q (/3)Q (a) = T(2iiiY/3)· (24) 

In this paper we consider only the proper supersymmetry 
group generated by the translations and supertranslations, 
and not its extension containing Lorentz transformations 
also. We note in passing that due to the half-angles involved 
in the spinor transformation law, the components of (f' will 
not remain integral after a 90· rotation, and hence the super­
lattice does not admit the usual cubic rotation group. How­
ever, a discrete group of 180· rotations can be implemented. 

For simplicity in constructing constrained superfields 
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on the superlattice, it is useful to work with Weyl two-com­
ponent spinors. A similarity transformation maps the Ma­
jorana representation into the Weyl one. In effect this com­
plexifies the odd sector of the superlattice: instead of four 
copies of the odd part of the real Grassmann algebra B L , 

there are two copies of the odd part of the complex Grass­
mann algebra B L,C' Of course, there are still only four inde­
pendent 8-variables. Note that since the similarity transfor-

mation involves a factor of {2, the components of the Weyl 

spinors on the superlattice are restricted to (p + iq)l{2 for 
integers p and q. 

In this two-component formalism, a finite supersym­
metry transformation by a parameter 1] is written as 

Q (1]a,17")(x i,8a,8 ") 

= (Xi + i8dl7 - i1]d8,8a + 1]a,f) " + 17"). (25) 

The transformed point is still a lattice point because the 
Pauli matrices are Hermitian and have entries ± 1, ± i. 

It is easy to construct supersymmetry invariants from 
superfields on the superlattice. Let ifJ (x,8) be an arbitrary 
assignment of an element of B L to each superlattice site. 
Then the sum over all superlattice sites 

S = LifJ (x,8), (26) 
x,o 

whichexistsififJ (x,8 )-D fast enough as II(x,8 )11-00, ismani­
festly invariant under discrete supersymmetry transforma­
tions because such transformations simply permute the 
terms in the sum. 

III. CONNECTIONS WITH PREVIOUS WORK 

Let us now consider the problem of constructing a su­
persymmetric theory of a single scalar superfield-a super­
lattice version of the Wess-Zumino model. It would seem 
impossible to make a connection between such a superlattice 
theory and the Wess-Zumino model in continuum super­
space unless constraints analogous to the existence of the 
continuum 8-expansion are imposed on the superlattice su­
perfield. The most direct approach is to constrain the most 
general superlattice field ifJ (x,8 ) by requiring that ifJ (x,8 ) be a 
polynomial in the (f' with coefficients of the form zlfi< Hx) 
such that ifJ (x,8) takes values in 0 B L' the even part of the 
Grassmann algebra. Here the z-map converts x-space lattice 
fieldsf(x') to superlattice fields via the definition 

z[f](x
i
) =. ± . I' ;. I' I 

J, •... J. ~ 0 ] 1!]2':h!]4' 

X [Vj!'V1Vj3VV(Xi)] 

t\S(Xly, t\sWY' t\S(X3y, t\S(X4y., (27) 

where Vi may be any x-space lattice derivative. Of course, 
the class of fields obeying the constraints will be different 
with different choices of Vi' 

The superlattice fields obeying these constraints enjoy 
analyticity properties in their arguments which are similar to 
those assumed for continuum superfields. We will adapt 
Rogers' terminology and call such fields superanalytic. For 
example, to derive the transformation properties of the com­
ponent fields fi< ' it is necessary to know that zlf](x + a) with 
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E(a) = 0 can be expanded about any point x in powers of the 
nilpotent element a. This is guaranteed by the result 

L 1 
z[f](x + a) = L 

k, •...• k. = 0 k J!k2!k3!k4! 

xz[V~'V~2V~'V:1"] (x) 

/\ W)k, /\ (a2t'/\ wt,/\ (a4 )k., (28) 

which is easily proved by using definition (27) and changing 
the summation variables. The derivation is analogous to the 
proof that a complex-analytic function, defined by its Taylor 
series about a point on the real axis, can be reexpanded about 
any point within the circle of convergence. 

The superanalyticity constraints are very strong. The 
dynamical degrees of freedom are reduced from one inde­
pendent element of B L for each superlattice site to the com­
ponent fields J. (x) on an ordinary space-time lattice. Fur­
thermore, the dependence of ifJ (x,e) on e ands(x) is fixed to be 
polynomial. This allows the domain of ifJ (x,e ) to be exten~ed 
to continuous values of e and six) between the superlattlce 
sites. It is then possible to define the action of supersym­
metry transformations (19) with infinitesimal 'TJ on the field 
by the usual device of expanding the shifted field in a Taylor 
series and collecting terms. Once this is done, our formalism 
reduces to that of Dondi and NicolaV which was based on a 
superspace with discrete E(X) but continuous six) and e. 

Supersymmetry invariants of the type (26) do not exist 
for superanalytic superfields because polynomials in six) and 
e typically blow up as II(x,e lIl--+oo. For such fields one must 
follow the usual procedure of finding expressions which 
transform by a total divergence. It is possible to rewrite the 
invariant actions of Dondi and Nicolai in the form of sums 
over superlattice sites,8 but it does not seem useful to do so 
because the dynamical degrees of freedom of the theory are 
clearly the component fields/!, (x) which live on an ordinary 
space-time lattice. However, we feel that our formalism is 
conceptually useful because it separates the problem of con­
structing a lattice supersymmetry group from the problem of 
imposing suitable constraints on the fields. For example, 
Dondi and Nicolai encountered problems in working with 
products of superfields because of the failure of the Leibniz 
product rule for lattice derivatives: 

Vjlfg)=/=JVjg + (V J)g. (29) 

This translates into z[fg) =/=z[f)zfg), which implies that the 
product of two fields having e-expansions will not obey the 
superanalyticity constraint. Our formalism allows the possi­
bility of weakening the constraint so as to avoid this prob­
lem. 

Next we would like to comment on the relation between 
our work and that of Kaku. 9 Both approaches share the mo­
tivation that supers pace must be the natural geometrical set­
ting for a discrete version of supersymmetry, as it is for its 
continuum version. However, Kaku works with a random 
superlattice while we construct a cubic one. This means that 
he hopes to obtain in variance under supersymmetry only 
after integrating over all positions of the lattice sites, whereas 
we have a discrete supergroup leaving our superlattice invar­
iant. He also does not stress what we believe to be the crucial 
distinction between the class of all superfields and the sub-

2747 J. Math. Phys .• Vol. 25. No.9. September 1984 

class of superanalytic ones (the former being closed under 
multiplication, for example, but not the latter). 

IV. DISCUSSION AND PROSPECTS 

In this paper we have constructed a cubic superlattice in 
superspace which is left fixed by a discrete subgroup of the 
continuum supersymmetry group. A straightforward devel­
opment of a field theory on this superlattice leads directly to 
the lattice version of the Wess-Zumino model discussed in 
Ref. 2. However, our formalism clarifies the mathematical 
structure of the theory and suggests new possibilities for con­
structing more satisfactory supersymmetric lattice theories. 
One obvious approach would be to seek a weaker version of 
the superanalyticity constraints which would be preserved 
under multiplication of superfields and would allow finite 
values for invariants of the form (26). 

Recently it has become clear that there is topological 
content to the problem of constructing a lattice version of a 
given continuum field theory. to The lattice is viewed as a 
simplicial complex (random lattice) or a cell complex (cubic 
lattice) with support homeomorphic to the space-time mani­
fold on which the continuum field theory is defined. Contin­
uum field equations are transcribed to the lattice using pre­
cise correspondences between the algebras of differential 
forms on the continuum manifold and cochains on the lat­
tice. This results in a canonical lattice transcription bearing a 
well-defined geometrical relationship to the continuum the­
ory. Our formalism opens the possibility of extending this 
approach to supersymmetric theories, regarded as living nat­
urally on a supermanifold rather than ordinary space-time. 
To this end we hope to exploit more fully the analogy 
between supermanifolds and complex manifolds already al­
luded to in this paper. This analogy consists of three specific 
points. 

(1) Both the complex numbers and the Grassmann 
numbers contain subalgebras isomorphic to the real 
numbers: complex numbers with 1m z = 0, Grassmann 
numbers with s(A ) = O. 

(2) Complex manifolds and supermanifolds can each be 
regarded as real manifolds of higher dimensionality: 2m for 
an m-dimensional complex manifold, 2L - 1 (m + n) for an 
(m,n) supermanifold. 

(3) Both complex manifolds and supermanifolds possess 
an analytic structure in addition to the real structure: com­
plex analyticity for functions on a complex manifold, super­
analyticity for functions on a supermanifold. 

Of course, the analogy is spoiled by the crucial differ­
ence that the Grassmann algebra contains nilpotent ele­
ments while the complex numbers do not. Nevertheless, we 
believe a study of simplicial approximations to complex 
manifolds may shed light on the proper treatment of the 
superanalyticity constraints in lattice supersymmetry. Re­
search on this possibility is in progress. 
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The configuration interaction (CI) space X" built upon n electrons moving over 2n 
orthonormalized orbitals Xi is considered. It is shown that the space X" splits into two 
complementary subspaces X ,,+ and X ,,- having special properties: each state IjI +EX n+ and 
IjI - EX ,,- is "altemantlike" in the sense that it has a uniform charge density distribution over all 
orbitals X i and vanishing bond-orders between all orbitals of the same parity. In addition, matrix 
elements r (ij;kl) of a two-particle density matrix vanish whenever four distinct orbitals are 
involved and there is an odd number of orbitals of the same parity. Further, r (ij;lJ) = y(il)/4 
(j 1= i,1 ), whenever (i) and (/ ) are of different parity. This last relation shows the connection between 
a two-particle (r) and a one-particle (y) density matrix. "Elementary" altemant and antialtemant 
operators are identified. These operators connect either only the states in the same subspace, or 
only the states in different subspaces, and each one- and two-particle symmetric operator can be 
represented by their linear combination. Altemant Hamiltonians, which can be represented as 
linear combinations of elementary altemant operators, have altemantlike eigenstates. It is also 
shown that each symmetric Hamiltonian possessing altemantlike eigenstates can be represented 
as such a linear combination. In particular, the PPP Hamiltonian describing an altemant 
hydrocarbon system is such a case. Complementary subspaces X ,,+ and X ,,- can be explicitly 
constructed using the so-called regular resonance structures (RRS's) which are normalized 
determinants containing mutually disjunct bond orbitals. Expressions for the derivation of matrix 
elements of one- and two-particle operators between different RRS's are also derived. 

PACS numbers: 31.10. + z, 03.65. - w 

I. INTRODUCTION 

Quantum chemistry has two main goals: the develop­
ment of fast and efficient procedures for the accurate predic­
tions of molecular properties, and the development of con­
cepts which reveal the inner structure and regularity of 
quantum systems. The Hartree-Fock self-consistent field 
molecular orbital (SCF-MO) model, configuration interac­
tion (CI) model, perturbation configuration interaction of 
localized orbitals (PCILO) model, 1,2 coupled cluster expan­
sion (eCE) model/.4 etc., fall mainly in the first category. 
Different symmetry considerations, Woodward-Hofmann 
rules, the notion of altemant and nonaltemant compounds, 
etc., fall mainly into the second category. There is no clear­
cut distinction between these two developments, and they 
are often interwoven. Thus, the use of group theory can high­
ly enhance the efficiency of various computational methods. 
Similarly, the development of the Hiickel and later PPP the­
ory led to the formulation of the pairing theorem5

-
7 in alter­

nant hydrocarbon systems, and thus significantly contribut­
ed to the qualitative understanding of the remarkable 
properties of these compounds. 

This paper discusses some general relations between the 
configuration interaction (CI) space and different operators 
acting in this space. The CI space X" defined by n electrons 
moving over 2n orbitals is considered. For example, the CI 
space built upon the minimum basis set with one electron per 
atomic orbital is such a space. 

In the second section the so-called regular resonance 
structures (RRS's) and matrix elements of one- and two-par-

ticle operators between these structures are considered. 
These structures span the CI space X"' and they naturally 
lead to the splitting of this space into complementary sub­
spaces X ,,+ and X ,,- . These subspaces are mutually orthogo­
nal, and hence each state IjIEX" can be uniquely represented 
as a sum IjI = IjI + + 1jI-, where IjI + EX ,,+ and 1jI-EX ,,- . In 
the third section the so-called splitting theorem is derived. 
This theorem explicitly gives the complete set of linearly 
independent symmetric operators having definite symmetry 
properties with respect to subspaces X / and X ,,- . Matrix 
elements of each of these operators vanish either between all 
the states contained in different subspaces, or they vanish 
between all the states contained in the same subspace. The 
former operators are called "altemant" and the latter "an­
tialtemant." In the fourth section different properties of 
states IjIEX n+ and IjIEX n- are deduced from the splitting 
theorem. In particular, it is shown that each state '/lEX ,,± has 
a uniform charge density distribution and vanishing bond­
orders between all vertices of the same parity. These are 
properties of eigenstates of neutral altemant hydrocarbons, 
and hence we call states '/lEX n± "altemantlike." In the fifth 
section the most general symmetric Hamiltonian possessing 
altemantlike eigenstates is explicitly given. The PPP Hamil­
tonian describing altemant hydrocarbon systems appears as 
a very special Hamiltonian. Simple conditions are derived so 
that an arbitrary symmetric Hamiltonian has altemantlike 
eigenstates. These conditions are expressed explicitly in 
terms of one- and two-particle integrals entering this Hamil­
tonian, and hence can be given a simple physical interpreta-
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tion. In the sixth section nonalternant symmetric Hamilto­
nians are considered. Each such Hamiltonian can be repre­
sented as a sum of an alternant and an antialternant part. 
Accordingly, each nonalternant system can be considered to 
be some alternant system with antialternant perturbation. In 
conjunction with all other results obtained, this splitting 
leads to the special kind of perturbation expansion. In the 
seventh section the formal analogy between the present ap­
proach and the VB theory is considered. The advantage of 
the present approach is mainly due to the partial orthogona­
lity ofRRS's, since this orthogonality leads to the splitting of 
the space Xn into complementary subspaces. There is no 
such orthogonality in the case of the VB canonical struc­
tures. 

II. CONFIGURATION INTERACTION SPACEXn AND 
MATRIX ELEMENTS OF DIFFERENT OPERATORS 
BETWEEN REGULAR RESONANCE STRUCTURES 

Let us consider the configuration interaction (CI) space 
Xn determined by n electrons moving over 2n orthonorma­
lized orbitals XiEB (see Appendix). One can partition the set 
B onto subsets B ° and B x containing n "source" and n 
"sink" orbitals Xi' respectively.8.9 Next one defines regular 
resonance structures (RRS's): each RRS, SE9Y(n), is a nor­
malized determinant containing n mutually disjunct excited 
and/or nonexcited bond orbitals. Each bond orbital is a lin­
ear combination of one source orbital X,EB 0 and one sink 
orbital X,EB x: 

tPs = tPij = tti + Xj)l,fl, nonexcited BO, 

tP ~ = tP t = tt, - Xj)l,fl, excited BO, 

where 

(la) 

X,EBO and XjEBx. (Ib) 

The set of all RRS's, SE9Y(n), spans the spaceXn, though it is 
overdetermined.9 Note that the definition of the set 9Y(n) 
depends on the partition of the set B on subsets B ° and B x. 
There is a one-to-one correspondence between these parti­
tions (up to the exchange B o+->-B X) and different sets 9Y(n) of 
RRS's. All these sets are isomorphic, and they all span the 
CI spaceXn (see Ref. 9). In what follows we will assume that 
the set 9Y(n) is fixed with an appropriate choice of sets B a and 
BX. 

In the molecular orbital resonance theory (MORT) ap­
proach the wave function IJI is assumed to be the linear com­
bination of regular resonance structures.8- 1O One is thus 
faced with the problem to calculate overlap integrals and 
matrix elements of different operators between RRS's. In 
Ref. 8 overlaps and matrix elements of one-particle opera­
tors between different resonance structures were derived. In 
the Appendix the rules for the calculation of matrix elements 
of two-particle symmetric operators are given. The deriva­
tion of these rules is quite time-consuming, and it will be 
omitted here. They are derived using a technique similar to 
the one used in the one-particle case, and the interested read­
er may refer to Ref. 8. For the sake of completeness, overlaps 
and matrix elements of one-particle operators are also in-
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cluded in the Appendix. Matrix elements of the following 
operators are considered: 

A 

Aij = 1]/1]j + 1]/1]" 
A 

Aij.k, = 1],+1]/1]k1]1 + 1]1+1]/1]/r", (2) 

where the 1] / are creation operators associated with orbitals 
X" while the 1], are annihilation operators associated with 
these orbitals. These operators satisfy the usual anticommu­
tation relations 

[1],,1]j] + = [1]/,1]/]+=0, [1]/,1]j]+=o'j' (3) 

Each symmetric one- and two-particle operator can be ex­
pressed as a linear combination of operators A and A kl In lj I),. 

particular, each symmetric Hamiltonian can be expressed in 
such a way. 

Structures SE9Y(n) are not mutually orthogonal (see 
Lemma A2), and the rules for the derivation of overlaps 
Sob = <So ISb) and matrix elements of different operators 
between MORT resonance structures resemble to some ex­
tent the rules for the derivation of the matrix elements 
between VB resonance structures. In both cases one forms 
the superposition between different structures, and these su­
perpositions consist of disjunct even cycles. There are, how­
ever, some important differences: in the VB approach these 
superpositions, known as Rumer diagrams, 11 contain only 
oriented bonds. Each oriented bond corresponds to two 
paired electrons, one electron with the spin-a and another 
with the spin-/3. In the MORT approach the superposition 
Gob between regular structures So and Sb can contain orient­
ed as well as non oriented bonds. Each oriented bond corre­
sponds to one electron occupying excited BO, while each 
nonoriented bond corresponds to one electron occupying 
nonexcited BO. There is hence a difference in the meaning of 
these superpositions, and there is more "structure" in the 
MORT superpositions. 

In the MORT approach the notion of "active" and 
"passive" cycle is quite important in deriving overlaps and 
matrix elements between different RRS's. Each cycle 
elL EGob is characterized by two numbers, nIL and mIL' where 
(2n IL ) is the number of bonds in the cycle elL' while mIL is the 
number of oriented bonds in this cycle. Cycle elL EGob is "ac­
tive" if (nIL + mIL) is odd and "passive" otherwise. This dis­
tinction of active and passive cycles is the essential charac­
teristic of the MORT approach. For example, overlap Sob 
between structures So and Sb vanishes if the superposition 
Gob of these two structures contains at least one passive cy­
cle. Due to this property the set 9Y(n) of all RRS's can be 
partitioned into subsets 9Y + (n) and 9Y - (n) containing mutu­
ally orthogonal structures.9 The space X n+ spanned by 
"positive" structures SE9Y + (n) is hence orthogonal to the 
space X n- spanned by "negative" structures SE9Y - (n). The 
splitting of the space Xn in complementary subs paces X,; 
and X n- depends on the partition of the set B on subsets B ° 
and B X, and there is again a one-to-one correspondence 
between this splitting (up to the exchange X n+ ~X n- ) and 
different partitions (up to the exchange B ° +->-B X). 9 Expres­
sions for matrix elements of one- and two-particle operators 
between different RRS's contain again the notion of active 
and passive cycles, similar to the expressions for overlaps. 
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This leads to particular regularities of these matrix elements 
with respect to complementary subspaces. As a result, many 
general rules concerning matrix elements between arbitrary 
states contained either in the same subspace (either X n+ or 
X n- ), or in different subspaces can be derived. For example, 
the generalization of the well-known Huckel (4m + 2) 
rule,8.12 the derivation ofthe pairing theorem in the case of 
the PPP Hamiltonian,9 etc., can be obtained. In this paper 
we will deal with some other general properties which can be 
deduced from the particular form of one- and two-particle 
matrix elements. 

Besides the notion of active and passive cycles the rules 
for the derivation of matrix elements between different 
RRS's contain some additional concepts. Thus one-particle 
operators can be "internal" or "~xternal" with respect to the 
superposition Gab' An operator Aij is internal with respect to 
G ah if vertices (i) and (j) are contained in the same cycle 
cft EGab , and it is external otherwise. Similarly, two-particle 
operators can be "connected" or "disconnected" with re­
spect to the superposition Gab' Roughly, a two-particle oper­
ator Aij.kl is "connected" with respect to the superposition 
Gab if the arrows associated with this operator together with 
some segments on Gab form closed loop(s). Otherwise it is 
disconnected (see the Appendix). These notions are defined 
relative to the superposition Gab' and one and the same one­
particle operator can be internal with respect to one pair of 
RRS's, and external with respect to another. Similarly, one 
and the same two-particle operator can be connected with 
respect to one pair of RRS's, and disconnected with respect 
to another. The importance of these notions is revealed by 
Lemmas A4 and A 7. Thus, if the operator Aij is external with 
respect to the superposition Gab' then matrix element 
{Sa IAij ISh) vanishes (Lemma A4). Similarly, if the operator 
Aij.kl is dis~onnected with respect to Gab' then matrix ele­
ment (Sa IAij.k, ISb) vanishes (Lemma A 7). It is hence suffi­
cient to derive matrix elements only for one-particle internal 
operators and for two-particle connected operators. Opera­
tors A ij and A ij.kl are further distinguished depending on the 
~umber of vertices (i,j, k, and /) w~ch coincide. Operators 
A;; are vertex 0Rerators, 0ReratorsAij(i#j) are bond opera­
tors, operaJ.ors Aij.ij =A - AijJj are vertex-vertex operators, 
operators AijJk ~ - Aij.kj(i#k) are bond-vertex operators, 
while operators Aij,kl , where all indices i,j, k, and / are mutu­
ally different, are bond-bond operators. These definitions 
are directly suggested by diagrammatic representations of 
different operators [see Figs. 2(a) and 3(c)] and they are also 
useful in the evaluation of matrix elements. All additional 
concepts needed for the derivation of matrix elements are 
defined in the Appendix. 

III. SYMMETRY PROPERTIES OF MATRIX ELEMENTS 
<SslA:iISb) AND <Sa 1A:j.kIISb): THE SPLITTING 
THEOREM 

From various expressions for the derivation of matrix 
elements given in the Appendix, many symmetry properties 
follow. Thus, according to the Lemma A5, matrix element 
A ~h = (Sa IAk' ISb) of internal bond operator Akl is propor­
tional to the overlapSab if vertices (k) and (/) are of opposite 
parity. However, the overlapSab between structures Sa EX n+ 
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and Sb EX n- vanishes. Moreover, since matrix element A ~b 
of an external operator vanishes (Lemma A4), it follows that 
A ~b = 0 whenever Sa EX / and SbEX n- . Hence 
( 1/1 + IA kl 11/1-) = 0 for arbitrary states 1/1 + EX n+ and 
I/I-EX n- • Similarly, in the case when vertices (k) and (/) are 
of the same parity, matrix element A ~b = (Sa IAk' ISb) van­

ishes if the cycle C ft EG ab supporting the operator A kl is active 
and/or at least one among other (p - 1) cycles contained in 
the superposition Gab is passive (Lemma A6). However, the 
superposition Gab of structures Sa and Sb of the same parity 
contains an even number of passive cycles. If now Gab con­
tains no passive cycle, then the cycle cft EGab is also active, 
and hence A ~b = O. If however Gab contains two or more 
passive cycles, then at least one among remaining (p - 1) 
cycles should be passive, and hence again A ~b = O. Thus 
A ~b = 0 whenever Sa and Sb are of the same parity. It fol­
lows that (1/IIAk/ 11/1') = 0 for arbitrary states I/I,I/I'EX ,,+ 
and arbitrary states 1/1,1/1' EX n- • Matrix elements of a bond 
operator Akl connecting vertices of the same parity vanish 
between all states contained in the same subspace, either X n+ 
or X n-' 

Applying similar arguments to all other matrix ele-
ments one can derive the following. 

Theorem l(a): 
(1) Let the states 'l'a and 'l'b be contained in the same 

subspace, either both in the subspace X n+ , or both in the 
subspace X ;; . In this case matrix elements of all the follow­
ing operators vanish between these states: (a) each bond op­
erator Akl connecting vertices (orbitals) of the same parity; 

A 

and (b) each bond-bond operator Aij,kl containing an odd 
number of source(sink) vertices. 

(2) Let the states 'l'a and 'l'b be contained in different 
subs paces, one in the subspace X n+ and the other one in the 
subspace X n- . In this case matrix elements of all the follow­
ing ope,rators vanish between these states: (a) each bond op­
erator Akl connecting vertices (orbitals) of different parity; 
and (b) each bond-bond operator Aij,kl containing an even 
number of source(sink) vertices. 

According to the above theorem all bond operators A kl 
A 

and all bond-bond operators A ij,kl fall into one of the two 
classes: they connect either only the states in the same sub­
space, or they connect only the states in different subspaces. 
Concerning vertex operators A kk' bond-vertex operators 
AijJ" and vertex-vertex operators AijJj one can demonstrate 
using LemmasA3, All, andA12 that all these operators can 
have non vanishing matrix elements between the states in the 
same subspace, as well as between the states in different sub­
spaces, One can, however, define "reduced" vertex opera­
tors R kk , "reduced" bond-vertex operat.Qrs RijJ,(i#j#/), 
and "reduced" vertex-vertex operators RijJj(i #j): 

Rkk = Akk - 1, RijJ' = UijJI - Ail' 
A A A A A 

RijJj = - Rij,ji = 2AijJj - A;; - Aii + 1 
A A A 

= 2AijJj - R jj - Rii - 1. (4) 

From Lemmas A2 and A3 it follows that matrix element 
R ~b = ('I'a IRkk I 'l'b) vanishes whenever states I/Ia and I/Ib 
are contained in the same subspace. Concerning operators 
RijJ' and RijJj one finds, using the anticommutation algebra 

Tomislav P. Zivkovic 2751 



                                                                                                                                    

of creation and annihilation operators TI/ and Tli' 

UijJI = AiiAi/ (i,! =l-j), 

and hence 
A A A AA. 

(5) 

RijJ' = (Au - l)Ai/ = RiiAi/ (i=l-j=l-I), (6) 

RijJi = (Aii - I)(Ali - 1) = RiiRii (i=l-j). 

Assume now IJI +EX n+' If vertices (i) and (/) are of the oppo­
site pa.r,ity, then, according to Theorem la, 
i IJI-IA if IIJI +) = 0 for an arbitrary state IJI - EX n- . Hence 
AAIIJI + = IJI 'EX n+ • Similarly one deri)'es 
(Ao - 1)1JI' = IJI "EX ;;. Hence < lJIa IRijJd IJIb) = 0 ifver­
tices (i) and (/ ) are of different parity and states lJIa and IJIb are 
contained in the same subspace. Analogously all other cases 
can be treated. One thus obtains the following theorem. 

Theorem Ib: 
(1) Let the states lJIa and IJIb be contained in the same 

subspace, either both in the subspace X n+ , or both in the 
subspace X n- • In this ca~ (a) matrix elements < lJIa IRkk IlJIb) 
of eas!t vertex operator Rkk vanish, and (b) m~trix elements 
< lJIa I RijJI I IJIb ) of each bond-vertex operator RijJ' such that 
(i) and (/) are vertices of opposite parity vanish. 

(2) Let the states lJIa and IJIb be contained in different 
subspaces, one in the subspace X n+ and the other one in the 
subspace X n- • In this case (a) maJrix elements < lJIa IRijJi IlJIb) 
of each vertex~ertex operator R'JJi vanish, and (b) ma~ix 
elements < lJIa IRijJ/llJlb) of each bond-vertex operator RijJ/' 
such that (i) and (/) are vertices of the same parity, vanish. 

Theorem 1 b completes Theorem la. We jointly refer to 
these two theorems as the "splitting theorem." Anticipating 
results of the following two sections, we call operators hav­
ing vanishing matrix elements between different subspaces 
"altemant," and we call operators having vanishing matrix 
elements within the same subspace "antialtemant." Accord­
ing to the splitting theorem, bond operators Aij' where ver­
tices Ji) and (j) are of different parjty, vertex-vertex opera­
tors RijJi> bond-vertex operators RijJ/' where verticesJi) and 
(I) are of the same parity, and bond-bond operators Aij.kl 
containing an even number of source (sink) vertices are alter­
nant. By definition, a unit operator I is an altemant operator 

A A 

as well. Vertex operators Rkk , bond operatorsAij' where ver-
!ices (i) and (j) are of the same parity, bond-vertex operators 
RijJ/' where vertices (i}}lnd (/) are of opposite parity, and 
bond-bond operators Aij,kl containing an odd number of 
source (sink) operators are antialtemant. We jointly call all 
the above operators "reduced" operators. 

According to the relations (4) vertex operators A kk' ver­
tex-vertex operators AijJi> and bond-vertex operators AijJ' 
which have no definite symmetry properties with respect to 
subspaces X n+ and X n- , can be eXRressed as a linear combi­
nation of reduced operator~Rkk;. .. RijJi> I, ~d RijJ' having 
such properties. OperatorsAkk , Aj.(Ji> and AijJI together with 
a unit operator I, bond operators Aij , and bond-bond opera­

torSAij.kl are linearly independent, and an arbitrary symmet­
ric one- and two-particle operator can be expressed as their 
linear combination. It follows that each one- and two-parti­
cle symmetric operator can be expressed in a unique way as a 

linear combination of reduced operators R kk , ... ,A ij,kl having 
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definite symmetry properties with respect to subspaces X n+ 

and X n-' 

Note that the notion of alternant and antialternant op­
erators Rkk, ... ,Aij.kl depends on the partition on source and 
sink vertices. However, whatever the partition, each of these 
operators has definite symmetry properties, merely the role 
of alternant and antialternant operators is permuted. In oth­
er words, the set of all reduced operators is invariant with 
respect to different possible splittings of the space Xn on 
complementary subspaces. 13 This is a rather amazing prop­
erty which is not shared by arbitrary alternant and antialter­
nant operators. For example, if reduced operators A .. and 
A lj 

A kl are alternant with respect to some pair of complemen-
tary spaces X n+ and X n- , then the operator 0 = A ij + A kl is 
also alternant with respect to th~e spaces. In other words, 
matrix elements of the operator 0 vanish between the states 
IJI + EX n+ and IJI- EX n- . However, another partition on 
source and sink vertices may define operator Aij to be alter-

nant and operator Akl to be antialternant. Hence operator 0 
has no definite symmetry properties with respect to new 
complementary spaces X ~ + and X ~ .- . In this respect re­
duced operators are uni9...ue. Moreover, whatever the parti­
tion, reduced operators Rkk are always antialternant, while 
reduced operators Rij,ij are always alternant. 

For the sake of completeness we give in the Appendix 
~so matrix elements of reduced operators Rkk , RijJi> and 
RijJI' These matrix elements can be derived directly using the 
technique in Ref. 8. It is however much easier to use relations 
~) i9,. conjuncJion with matrix elements for operators Akk , 
A ij' A ijJi' and A IjJI' It can be easily shown that the expressions 
for these matrix elements are in accord with the splitting 
theorem. 

The splitting theorem was derived in Ref. 9 for opera­
tors involved in the PPP-type Hamiltonian. The present for­
mulation is complete, as far as symmetric one- and two-par­
ticle operators are concerned. 

IV. PROPERTIES OF STATES IJI+EXn+ AND IJI-EXn-

The splitting theorem implies some special properties of 
states IJI + EX n+ and IJI - EX n- • One-particle operators A ij 
are up to the factor 2 identical to bond-order operatorsp~ .. 

'J' 
i.e., 

(7) 

and the splitting theorem implies the following. 
Corollary 1: Let qi = Pii = TI/ Tli be a charge density 

operator. Then 

(8) 

for each state IJIEX n± . In other words, each such state has a 
uniform charge density of! over all vertices (orbitals) (i). In 
particular. consider the following model. 

Mode/ A: Let the set B = (Xi Ii = 1, ... ,2n 1 contain 2n 
spin-orbitals Xi such that 

Xi = wia, X n + i = Xi = wJ3 (i = l, ... ,n), (9a) 

where the Wi are orthononnalized atomic orbitals, while a 
and,8 are spin -a and spin -,8 states. respectively. Annihilation 
operators Tli(i = 1, ... ,2nj can be now written in the fonn 

a i = Tli> hi = TIn + i (i = l .... ,n), (9b) 
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where ai are spin-a annihilation operators associated with 
the spin-a orbitals Xi> while bi are spin-~nnihilation opera­
tors associated with the spin-/1 orbitals Xi- In terms of these 
operators one can write charge-density and bond-order op-
erators 

'" f;f = ai+ ai> C/! = b t bi' Qi = f;f + C/!, 
pij = (at aj + a/ a;)l2, Pij = pij + fit, 
fit = (b t bj + b / b;)l2 (i:I=j) 

pijf3 = (at bj + b / a;)l2, (10) 

where the f;f are spin-a charge density operators, the C/! are 
. 0 t Aaf3 spin-/1 charge-densIty operators, etc. pera ors Pij are 

"cross" bond-order operators connecting spin-a and spin-/1 
orbitals. Partition now the set B onto subsets B 0 and B x in 
such a way that spin-a and spin-/1 orbitals Xi and Xi associat­
ed with the same atomic orbital Wi have opposite parity. 
Such a partition is always possible. 14 By convention, atomic 
orbital W is considered to have the same parity as a spin-a , 
atomic orbital Xi' 

In conjunction with the above model Corollary I now 
implies 

(1f!1f;fllf!) = (1f!1C/!11f!) = ~, 
(1f!1Qi I If! ) = I (i = I, ... ,n), (8/) 

for each state If!EX n± • Spin-a and spin-/1 densities are uni­
formly ~, and the total charge is uniformly lover all atomic 
orbitals Wi' Uniform charge-density distribution is, how­
ever, the property of eigenstates corresponding to neutral 
aIternant hydrocarbons.5

-
7 The states If!EX n± are thus likely 

candidates to be such eigenstates. However, according to 
Corollary 1, this property should be attributed to entire 
spaces X n+ and X n- , rather than to particular eigenstates. 
Moreover, eigenstates of non altern ant systems are known to 
be polarized. Such eigenstates should hence contain nonvan­
ishing components in both subs paces, X n+ and X n- • Charge 
polarization is thus recognized to be due to the interference 
between complementary spaces X n+ and X n- • 

Another consequence of the splitting theorem is the fol­
lowing. 

Corollary 2: Let Pij be a bond-order operator and let 
vertices (orbitals) (i) and (j) be of the same parity. Then 

(1f!1Pij I If! ) = 0, (lIa) 

for each state If!EX n± • In other words, bond-orders between 
vertices (orbitals) of the same parity vanish for all states 
If!EX n±' 

In particular, in the case of neutral alternant hydrocar­
bons (AH) one can use Model A above, and atomic orbitals 
Wi can be partitioned on sink and source in accordance with 
the usual partition on starred and nonstarred atoms. Corol­
lary 2 now implies 

(1f!IPijllf!) = (If! [M11f!) = (1f!IPijllf!) =0, (lIb) 

for each state WEX n± , provided atoms (i) and (j) are of the 
same parity. In addition one obtains 

(lIc) 

for each state If!EX n± , provided atoms (i) and (j) are of oppo­
site parity. Relations (lIb) express again the well-known 
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property of eigenstates of neutral AH systems, the vanishing 
of bond-orders between atoms of the same parity.s This 
property should be also attributed to the entire spaces X n+ 

and X n- , rather than to particular eigenstates.9 

As suggested by the above two corollaries, we are justi­
fied to call each state If!EX n± "aIternantIike". 9 We have 
shown here that nonalternant eigenstates are not contained 
in spaces X n+ and X n- , but should rather have nonvanishing 
components in both spaces. Further, we have shown that 
aIternant eigenstates may be contained in spaces X n+ and 
X n- , since all the states in these spaces have the necessary 
properties. In the following section we will show that aIter­
nant eigenstates are contained in these spaces. 

Uniform charge density distribution and vanishing 
bond-orders between atoms of the same parity are well­
known properties of neutral AH systems. The splitting 
theorem however implies some additional properties of al­
ternantlike states If!EX n± . 

Corollary 3: Let RijJI be a bond-vertex operator such 
that vertices (i) and (I) are of the opposite parity. Then 

(12) 

for each state If!EX n± . 

Corollary 4: Let Aij,kl be a bond-bond operator contain­
ing an odd number of source (sink) vertices. Then 

(1f!IAij,k/llf!) = 0, (13) 

for each state If!EX n± . 

Provided the state If! is real, the quantities 
y(i,j) = < If!IAij I If! )/2 and r(ij;kl) = (1f!IAij,lk I If! )/4 are 
one- and two-particle density matrices, respectively. Since 
eigenstates of symmetrical operators are real, Corollaries I 
and 2 express the properties of one-particle density matrices 
of aIternantIike states If!EX n± , while Corollaries 3 and 4 refer 
essentially to the properties of two-particle density matrices 
of these states. Thus Corollary 3 establishes the connection 
between some matrix elements of one-particle and some ma­
trix elements of two-particle density matrices. Equation (12) 
is namely equivalent to 

r (ij;lj) = < If!IA'JJtllf! ) 14 
= (1f!IAu llf!)/8 = y(il)l4 (j=/=i,l), (12/) 

where (i) and (I) are of different parity and the state If! is an 
arbitrary aIternantIike state. Matrix elements r (ij;lj) of a 
two-particle density matrix are thus uniquely determined by 
the matrix elements y(i,l) of the one-particle density matrix, 
whenever (i) and (I) are of different parity. Note the role 
played by one-particle density matrix y(i,I): if(i) and (I) are of 
the same parity, then y(i,1 ) = ° (i =/= I ) and y(i,i) = ~ (Corol­
laries I and 2). Ifhowever (i) and (I) are ofthe opposite parity, 
then y(i,1 ) determines certain matrix elements of the two­
particle density matrix (Corollary 3). In addition, by corol­
lary 4 matrix elementsr (ij;kl) (i =/=j=/=k =/=1) ofthetwo-parti­
cle density matrix are required to be zero whenever there is 
an odd number of source (sink) vertices. These are quite se­
vere requirements on two-particle density matrices associat­
ed with alternantlike states. They are properties of entire 
spaces X n+ and X n- , rather than the properties of particular 
eigenstates. Anticipating the result of the following section, 
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we see that these properties are also shared by eigenstates of 
alternant Hamiltonians. 

v. AL TERNANT HAMILTONIANS 

"'-
According to the splitting theorem all bond operators 

Aij with vertices Wand (j) of different parity. allxertex-
vertex operators Rij.ij, all bond-vertex operators RijJI' where 
vertices (i) and (I) are of the same parity. and all bond-bond 
operators Aij.kl. with an even number of source (sink) ver­
tices. have vanishing matrix elements between states con­
tained in different subspaces. Each operator which can be 
expressed as an arbitrary function of these operators forms 
diagonal blocks in the base of the spaceXn with respect to its 
subspaces X n+ and X ;; . Eigenfunctions of such an operator 
are hence alternantlike,15 i.e .• they are contained in sub­
spaces X n+ and X ;; and they possess all the properties dis­
cussed in the previous section. In particular. each Hamilton­
ian which can be expressed in terms of the above operators 
possesses alternantlike eigenfunctions. In the Appendix we 
prove the following. 

Theorem 2: Each symmetric Hamiltonian possessing 
the complete set of alternantlike eigenstates can be expressed 
in the form 

2n - A 2n A 

H = L aijAij + LbijRijJi 
iJ iJ 

2n 2n + A 

+ L L Cj.i1RijJI 
j i,l 
2n + A 

+ L dij.kIAij.kl + const. (14) 
iJ.k.1 

where aij.bij ..... dij.kl are arbitrary real parameters. and the 
following convention concerning different summations is 
used: double summations~: and ~;; are performed over 
vertices (i) and (j) of the same and ofthe opposite parity. 
respectively. Quadripole summations ~;Jkl and ~ijkl are per­
formed over distinct vertices (i). (j). (k ). and (I ). In the former 
summation an even number of these vertices is source (sink). 
while in the latter summation an odd number of these ver­
tices is source (sink). 

In other words, the most general form of the symmetric 
Hamiltonian possessing the complete set of alternantlike ei­
genstates is a linear combination of reduced alternant opera­
tors. 

To be more specific. assume that we deal with a neutral 
AH system. Such a system can be treated within the model A 
above. where Wi are 2pz atomic orbitals at different carbon 
atoms. The first term in the expression ( 14) is now recognized 
to be essentially the Huckel Hamiltonian. Coulson and 
Rushbrooke demonstrated that in the HMO approach neu­
tral AH possess uniform charge density distribution and 
vanishing bond-orders between all atoms of the same par­
ity.5 Consider now the PPP approach. The PPP Hamilton­
ian of an alternant hydrocarbon system can be written in the 
form 

+ LYij [(Qi - I )(Qj - 1) - 1] 
i<j 
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(15) 

where K is the effective potential energy of a 1T-electron 
which is assumed to be the same on each carbon atom. the,Bij 
are resonance integrals. and the Y ij are electron-electron re­
pulsion integrals.6 In the second term the summation is per­
formed only over carbon atoms of the opposite parity. The 
first term of the Hamiltonian Hp contains the operator 
N = ~i i:L which is the operator of the total number of elec­
trons. This operator is constant ovxr the space X n • The sec­
ond term contains bond operators Aij connecting vertices (i) 
and (j) of different parity. and using relations (6) one finds 
that the third and the fourth term contain only vertex-vertex 
operators Rij,ij' The PPP Hamiltonian Hp can hence be rep­
resen ted as a sum of the first two terms in the expression ( 14) 
plus a constant. McLachlan demonstrated that eigenstates 
of the Hamiltonian Hp corresponding to a neutral AH sys­
tem possess uniform charge-density distribution and vanish­
ing bond-orders between all atoms of the same parity.6 Ha­
miltonian (14) is however much more general than either the 
Huckel or the PPP Hamiltonian. and according to Theorem 
2 it is the most general symmetric Hamiltonian possessing 
the complete set of alternantlike eigenstates. 

One can now ask the following question: Given a sym­
metric Hamiltonian H in its usual representation. what are 
the conditions on this Hamiltonian in order that it has alter­
nantlike eigenstates? Such Hamiltonians are usually written 
in the form 

H = L hij17/ 17j + L L Vij,kl17i+ 17/ 17117k' (16a) 
ij i<j k<! 

where hij and Vij,kl are integrals 

hij = (ilh IJ) = f Xi(l)h (I)Xj(l)d'T\. 

Vij,kl = (ijllkl) = fXi(I)Xj(2)V(1.2) 

X [xk(l)xII2) - XIII)xd2)]d'T\ d'T2 • (16b) 

Orbitals Xi and one- and two-particle operators h (I) and 
V(1,2) are real. Hence the following symmetry relations 
hold: 

hij = hj;' Vij,kl = - Vij,lk = - Jji,kl = Vkl,ij' (16c) 

One can rewrite Hamiltonian (16a) as a linear combination of 
alternant and antialternant reduced operators. 

H=+ [~(hii + ~ ~ Vij,ij) 

+ ~(hii + + ~ Vij,ij)R ii 

+ I (hij + -2
1 r VilJI)Aij 

i#j I 

I A 

+ -2 I Vij,ijRijJi 
1<] 

I A 

+ -2 I L Vij.i1R ij.1i 
i j¥1 

+ I I Vij.1kAij,kl]' (17) 
i<j k<l 

where the last summation is performed over mutually differ-
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ent vertices (i), (j), (k ), and (I). This can be written in the form 

H=Hal + Hnal , (ISa) 

where Hal contains only alternant, while Hnal contains only 
antialternant reduced operators: 

H I =~[ "(h +~" V .. )R .. 
n8 2 £r 1I 2 '7 '1,1) II 

+ L + (hij + -2
1 L Vi/JI\'Aij 

'h I r 
1 - A 

+ -2 L L Vi/./jRi/JI 
I '#j 

(ISb) 

+ _ A] (ISc) L Vij.lkAij.kl· 
'<j.k<1 

If the operator H is to have alternantlike eigenstates, 
then it should commute with projection operators P n+ and 
P n- projecting an arbitrary state If/EXn on subspaces X n+ 

and X n- , respectively. However, according to the splitting 
theorem [Hal,P n± ] = O. Moreover, operator Hnal vanishes 
over spaces X n+ and X n- , and hence [Hnal,P n± ] = 0 if and 
only if Hnal vanishes over the entire space Xn. Operator 
A A N - n = p:,R", which is a linear combination of antialter-
nant reduced operators, vanishes over the space X n • In the 
Appendix we show that this is the only operator with such a 
property. Hence, we get the following lemma. 

Lemma 1: A necessary and sufficient condition for an 
arbitrary symmetric Hamiltonian (16a) to possess the com­
plete set of alternantlike eigenstates is 

(19) 

where A is an arbitrary real constant. 
Since antialternant operators entering Hnal are linearly 

independent, Lemma 1 is equivalent to the following set of 
conditions concerning integrals hij and Vij.kl: 

1 2n 

(1) h + - LV ... =const· 
II 2j '].1) , 

1 2n 

(2) hij + 2" ~ Vi/JI =0, 

(i) and {]l are of the same parity (i =rfJl; 

(3) Vi/JI = 0, 

(i) and (j) are of opposite parity; and 

(4) V,j.kl = 0, 

odd number of source (sink) vertices (i =I=j =1= k =1= I). 

(20a) 

(20b) 

(2Oc) 

(2Od) 

Conditions (20) are necessary and sufficient conditions 
for the symmetric Hamiltonian operator (I6a) to have alter­
nantlike eigenstates. In particular, within the model A 
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above, and if h (1) and V (1,2) are spin independent operators, 
these conditions reduce to 

(1) a, + ~ i[2(iilill- WIij)) = const, (2Ia) 
2 j 

(2) ,Bij + ~ i[2Wlll) - (i/ljl)] = 0, (2Ib) 
2 I 

orbitals w, and Wj are of the same parity and i=l=j; 

(3) (il Ijl) = Will) =0, (2Ic) 

orbitals w, and Wj are of the opposite parity and I =1= iJ; 

(4) Wlk/)=O, (21d) 

odd number of starred (nonstarred) orbitals and i =1= j =1= k =1= I; 

where 

a, = f w,(I)h (I)w,(I)d 1, 

,Bij = f w,(I)h (l)wj(I)d 1, i=l=j, (2Ie) 

Wlkl) = f w,(I)wj (I)V(1,2)wk(2)wl (2)d 1 d2 (2It) 

are one- and two-particle integrals over atomic orbitals w,. 
There is a straightforward interpretation of the above 

conditions. The first condition implies that the effective po­
tential energy of an electron situated on the atomic orbital w, 
is constant over all atomic orbitals. The second condition 
implies that the effective resonance interaction between orbi­
tals of the same parity should be zero. Three center integrals 
(ill jl) and Will) can be set arbitrarily, and the Conditions 2 
then simply determine resonance integrals,B ij' Or, vice versa, 
resonance integrals,Bij can be set arbitrarily, and their effect 
then can be offset by an appropriate choice of three center 
integrals. This is the generalization of the usual assumption 
that in an alternant system the resonance integrals,Bij vanish 
between atoms of the same parity. Conditions (3) imply that 
all three center integrals (ill jl ) and Will ), where w, and Wj are 
of the opposite parity, should vanish. Likewise, conditions 
(4) imply that all four center integrals Wlkl) containing an 
odd number of starred (nonstarred) orbitals w, vanish. Note 
that there is no condition concerning four center integrals 
(ijlkl) containing an even number of starred (nonstarred) or­
bitals w,. These integrals can hence be arbitrary. 

In the PPP approach all three and four center integrals 
are neglected, resonance integrals,Bij are assumed to be zero 
between atoms of the same parity, and the effective potential 
energy of an electron is assumed to be constant on each car­
bon atom. This automatically satisfies Conditions 1-4. The 
above conditions are, however, much more general, and they 
apply to any system where the number of orbitals is twice the 
number of electrons. It should be noted that Koutecky inde­
pendently obtained some general conditions to be satisfied 
by a symmetric Hamiltonian operator in order to possess 
pairing properties.7 The conditions he obtained are, how­
ever, rather implicit, it is not quite clear how general they 
are, and what should be their interpretation "down to the 
earth" in terms of one- and two-particle integrals. 

Theorem 2 and Lemma 1 answer two complementary 
questions: (a) What is the most general form of the symmet-
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ric Hamiltonian possessing the complete set of altemantIike 
eigenstates, and (b) given the symmetric Hamiltonian in its 
usual representation, what are the conditions on this Hamil­
tonian in order to have the complete set of altemantIike ei­
genstates. In answering these questions we obtained some 
additional results which might prove to be quite useful. Ac­
cording to Theorem 2 and Lemma 1, in the case of altemant 
systems the eigenvalue problem can be formulated in com­
plementary subspaces, rather than in the full CI spaceXn. Of 
course, one is seldom going to consider the full CI space X n , 

but one should rather formulate different approximation 
schemes involving, for example, only some set of energetical­
ly low-lying RRS's. However, whatever the approximation 
used, the above splitting further reduces the dimension of the 
space considered, and this should lead to considerable com­
putational saving in the case of the actual calculations. 16 

VI. NONAL TERNANT HAMILTONIANS 

Let us now consider a general symmetric Hamiltonian, 
not necessarily altemant. From the relations (18) and 
Lemma 1 it follows that each symmetric Hamiltonian can be 
written in the form 

(22a) 

where 

H ~1 = Hal + AiN - n), H ~al = Hna, - Ao(N-n), (22b) 

and 

AO = I (h + ~ I v .. )(2n)-I. 
i " 2 j 1),1) 

(22c) 

Operator H ~I is a proper altemant part of the Hamiltonian 
H, while operator H ~al is a proper antialtemant part of this 
Hamiltonian. In other words, H ~al = 0 if and only if Hamil­
tonian His altemant. It can be shown that in most casesH ;al 

is "small" with respect to H ~I' i.e., the corresponding quan­
tum system is "weakly nonaltemant.,,'6 The antialtemant 
part H ~al of the Hamiltonian H can hence be considered as a 
small perturbation to the altemant part H ~I' This provides a 
simple and efficient method for the calculation of many 
quantum mechanical properties. Eigenstates of the operator 
H ~I are namely altemantlike, and hence they possess all the 
properties discussed in Sec. IV. For example, these eigen­
states have uniform charge-density distribution over all ver­
tices (i). Hence, if one is interested in the charge-density dis­
tribution of some nonaltemant system, this distribution is 
mainly determined by the perturbation involving H ~al' 
while the corresponding eigenstate of the unperturbed Ha­
miltonian H ~I is not so important since it contributes uni­
formly to this distribution. As a result only a very crude 
knowledge of the unperturbed eigenstate is needed in order 
to obtain quite reliable charge-density distributions. !6 Simi­
larly, all other properties like bond-orders, etc., can be treat­
ed. This approach can be used to evaluate directly the influ­
ence of the introduction of heteroatoms in AH systems, of 
different changes due to the introduction of a nonaltemant 
bond in AH systems, etc. !6 The method is not restricted to tr­

electron systems. In general, each system which is described 
using a minimum basic set can be considered to be a per-

2756 J. Math. Phys., Vol. 25, No.9, September 1984 

turbed altemant system. Relations (18) and (22) provide the 
necessary splitting and uniquely define which part of the 
Hamiltonian is to be considered "altemant" and which "an­
tialtemant." Due to the splitting of the corresponding CI 
space Xn on complementary subspaces X n+ and X n- , and in 
conjunction with some simple properties of the unperturbed 
eigenstates of the operator H;" a simple and efficient pertur­
bation scheme can be developed. The details will be given 
elsewhere. 16 

VII. COMMENT ON THE RELATION BETWEEN THE VB 
AND THE MORT APPROACHES 

It is interesting to compare the mathematical structures 
of the VB and MORT approaches. In the VB theory the 
overlap S~: between the two VB canonical structures 
equals!7 

(23) 

where p is the number of cycles in the Rumer diagram asso­
ciated with these two structures, while n is the number of 
pairs of electrons in these structures. This expression is quite 
similar to the expression (A3) for the overlap between RRS's, 
with one important difference: according to (23) the overlap 
between VB structures is always nonzero, while the overlap 
Sab between RRS's is zero whenever the superposition of 
these structures contains at least one passive cycle. As a con­
sequence, the set Y? VB (n) of all VB canonical structures can­
not be partitioned into two subsets containing mutually or­
thogonal structures. Hence the corresponding space cannot 
be partitioned in a natural way into two complementary sub­
spaces. All the nice symmetry properties of different matrix 
elements are thus lost. There is no simple way to identify 
altemantlike states, and the properties of the eigenstates of 
altemant Hamiltonians cannot be derived within the VB ap­
proach, at least not without highly artificial and elaborate 
means. Similarly, the Huckel (4m + 2) rule, 12 which can be 
derived within the MORT approach in its most general 
form, is untractable within the VB theory. Cyclobutadiene is 
thus predicted to be stable, contrary to this rule and contrary 
to experience. Sure enough, if one does include all the VB 
structures, this failure of the VB approach can be corrected. 
However, this is done only by paying the high price of exten­
sive calculations and by losing all the intuitive insight into 
what is going on. In many other details the MORT approach 
can be shown to be superior to the VB theory. Formally, the 
difference between the two approaches is illustrated by rela­
tions (23) and (A3). However, conceptually, the difference is 
due to the different physical pictures behind the two ap­
proaches. In the VB approach the resonance structure is 
built upon the idea of the pairing of two electrons of opposite 
spins. As a consequence the resulting bonding is mainly due 
to the two-particle exchange integrals. The MORT ap­
proach follows in this respect more closely the MO picture. 
The bonding is mainly due to the one-particle resonance in­
tegrals. Physically, the latter picture should be more correct 
than the former one. To attribute the bonding to the two­
particle integrals is highly doubtful. These integrals repre­
sent electron-electron interaction, and this interaction 
should lead to the destabilization, rather than to the stabili-
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zation. In an ab initio VB approach this inconsistency is part­
ly corrected due to the nonorthogonality of atomic orbitals. 
This is, however, still a highly artificial approach and it ob­
scures the real cause of bonding. In short, the MORT ap­
proach treats correctly one- and two-particle energy contri­
butions, while the VB theory treats these contributions in an 
unnatural order. This poin t has been discussed in more detail 
in Ref. 10. 

VIII. CONCLUSION 

The configuration interaction space Xn generated by n 
electrons moving over 2n orbitals Xi is considered. Given the 
partition of the set B = {Xi Ii = 1, ... ,2n l on subsets BO and 
B x containing n orbitals each, there is a unique splitting of 
the space Xn on complementary subspaces X n+ and X n- . 
One- and two-particle symmetric operators 
A A 

Aij = 71i+71j + 71/71i and Aij,kl 
= 71/71/ 71k 711 + 71/ 71k+ 71j71i are considered. It is shown 
that operators Ii .. = A .. - 1 operators A .. (i -'-J') operators 
A A ~ ~, I} T. , 

~ij,ij = 21,ij.ij +1,ii +Aii - 1 (i#j), operators 
RijJI = 2AijJI - Ai/(i#j#l), andoperatorsAij,kl(i#j#k #1) 
possess definite symmetry properties with respect to the 
comRlementary spaces X n+ and X n- . In particular, opera­
tors1,ij (i andj are of different parity), operators Rij,ij' opera­
t}?rs RijJI(i#j#1, i and 1 are of the same parity) and operators 
Aij,kl(i#j#k #/, there is an even number of vertices of each 
parity) have vanishing matrix elements between complemen­
tary spaces X n+ and ~n- • The same J'roperty has the unit 
operator I. OperatorsRij.( operators Aij (i#j, i andj are of the 
same parity), operator§., RijJI(i#j#/, i and I are of different 
parity), and operators Aij,kdi#j# k #/, there is an odd num­
ber of vertices of each parity), have vanishing matrix ele­
ments between all states contained in the same complemen­
tary space (Theorem 1). The former operators are called 
"altemant," and the latter "antialtemant." Jointly we call 
the above altemant and antialtemant operators "reduced" 
operators. Each symmetric one- and two-particle operator 
can be expressed as a linear combination of these reduced 
operators. In particular, each symmetric Hamiltonian can 
be expressed as such a linear combination. There is a comple­
mentary role played by the reduced altemant and antialter­
nant operators: reduced altemant operators define proper­
ties of states l/'eX n+ and l/'eX n- • More precisely, matrix 

A A 

elements of reduced antialtemant operators Rii and Aij de-
termine each state l/'eX n± to have a uniform charge-density 
distribution and vanishing bond-orders between orbitals of 
opposite parity. These are well-known properties of the ei­
genstates corresponding to neutral altemant hydrocarbons, 
and hence we call states l/'eX n± "altemantlike." To be "al­
temantlike" is thus recognized as a property of the entire 
spaces X n+ and X n- , rather than the property of particular 
eigenstates. In addition, each altemantlike state l/'eX n± sat-

A A A 

isfies (~JAij,klll/') = 0 and (I/' IRijJd I/' l = 2( I/' l1,ijJIII/') 
- ('P IAill 'P) = 0 whenever operators Aij,kl and Rijjl are 

antialtemant. The former relation refers to matrix elements 
of a two-particle density m.Jltrix. According to the latter rela­
tion, matrix elements (I/' IAijJIl1/' )(j#i,l) of the two-particle 
density ma!...rix are uniquely determined by the matrix ele­
ments (I/' IAi/II/') of the one-particle density matrix when-
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ever i and / are of different parity. These are also the proper­
ties of entire spaces X n+ and X n- ,i.e., of all the states in these 
spaces. Altemant operators play another role: each operator 
which can be expressed as some function ofthese operators 
has its eigenstates in complementary subspaces X n+ and 
X n- • In the case of a symmetric Hamiltonian the inverse is 
also true: each symmetric Hamiltonian possessing the com­
plete set of altemantlike eigenstates can be expressed as a 
linear combination of the reduced altemant operators 
(Theorem 2). This provides an explicit construction of all 
such Hamiltonians and also presents a simple test to verify 
whether a given symmetric Hamiltonian is altemant or not. 
Eigenstates of altemant Hamiltonians possess all the proper­
ties mentioned above. Eigenstates of nonaltemant Hamilto­
nians have non vanishing components in both spaces, X n+ 

and X n- . However, each symmetric Hamiltonian can be in a 
simple way represented as a sum of an altemant and antial­
temant part. This splitting, together with all other results 
obtained, is a base for the development of an efficient pertur­
bation scheme. 16 Accordingly, each quantum chemical sys­
tem can be considered to be some altemant system with an 
antialtemant perturbation. This perturbation is usually 
small. 16 

In order to obtain these results, complementary spaces 
X n+ and X n- have first to be constructed. These spaces are 
spanned by "positive" regular resonance structures (RRS's), 
SE.9i'+(n), and by "negative" RRS's, SE.9i'-(n), respectively. 
Each RRS is defined to be a normalized determinant con­
taining n mutually disjunct bond orbitals. Each bond orbital 
is a linear combination of one "source" orbital Xi EB 0 and 
one "sink" orbital XiEB x. The set .9i'(n) of all these structures 
spans the CI space X n , and the simple superposition criteria 
is used in order to determine whether the two structures are 
of the same parity or not. As a next step matrix elements of 
operators A ij and A ij,kl between these structures are derived. 
Analyzing symmetry properties of these matrix elements, all 
the above conclusions can be obtained. It should be noted 
that once these conclusions are reached, they are indepen­
dent of the particular structures used. Structures SE.9i'(n) 
present only a very convenient base with which these proper­
ties can be expressed. 

There are two restrictions on the generality of the above 
conclusions. The first restriction is related to the nature of 
the orbitals XiEB which are assumed to be orthonormalized. 
Another restriction is related to the nature of the CI space 
Xn : only those spaces are considered which can be generated 
by n electrons moving over exactly 2n orbitals. The first re­
striction is not a serious one. One can always orthonormalize 
orbitals Xi using, for example, the symmetric orthogonaliza­
tion procedure. 18 This merely leads to a redefinition of re­
duced altemant and reduced antialtemant operators. The 
second restriction seems to be more serious. However, this 
restriction can be also overcome, and the generalization of 
the above conclusions to the arbitrary CI space X ~ generat­
ed by n particles moving over N orbitals (n and N are arbi­
trary) can be obtained. 16 
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APPENDIX 

1. Configuration interaction space Xn and regular 
resonance structures 

Let B = {Xi Ii = 1, ... ,2n J be an orthonormalized set of 
2n orbitals Xi' The set of all n-particle determinants contain­
ing n out of these 2n orbitals spans the CI space Xn • In the 
second quantization formalism these determinants can be 
written in the form 

(AI) 

where i k = I if the orbital Xik is occupied, and ik = 0 other­
wise. In addition, and since determinants (AI) represent n­
particle states, 

(A2) 

a. Regular resonance structures (RRS's) 

Partition the set B containing 2n orbitals Xi into subsets 
B 0 and B x containing n orbitals each. Call each orbital Xi 

"source" if XiE13 0, and "sink" if Xi E13 x. Form excited and 
nonexcited bond orbitals (BO), 

<Ps = <Pi} = (lIv'2)(xi + Xj)' nonexcited BO, 

<P: = <P t = (lIv'2)(xi - Xj), excited BO, 

satisfying the condition 

Xi E13 0 and X)E13 x. 

(A3) 

(A4) 

Each normalized determinant containing n mutually dis­
junct BO's (A3) satisfying the condition (A4) is a regular 
resonance structure (RRS). The set £n(n) of all n-particle 
RRS's spans the CI space Xn (see Ref. 9). We denote struc­
tures SE£n(n) as 

(A5) 

where each Sk (k = l, ... ,n) represents either an excited or a 
nonexcited BO. 

b. Superposition of RRS's; active and passive cycles 

Orbitals Xi are graphically represented as vertices. Ex­
cited and nonexcited BO's are represented as oriented and 
nonoriented bonds, respectively. In the case of excited BO, 
the end vertex of the corresponding oriented bond is asso­
ciated with the sink orbital. Superposition ofRRS's Sa and 
Sb is a graph Gab which is obtained by superimposing 
graphical representations of these structures, and it consists 
of disjunct even cyclescjl EGab (see Ref. 8). Eachcyclec

il 
EGab 

is characterized by two numbers, nil and mil' where (2n
ll

) is 
the number of bonds in the cycle c

ll
' while mil is the number 

of oriented bonds in this cycle. Cycle cil is "passive" if 
(nil + mil) is even, and "active" if (nil + mil) is odd (Fig. I). 
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1 3 

x/ x12 ~4 14 

13~ 11 /9 
x l2 10 

I Ix 
x 8 7 

(a) 

(b) 

FIG. I. Graphical representation of regular resonance structures. Vertices 
(1,3,5,7,9, II, 13) represent source orbitals XiElJ 0, while vertices 
(2,4,6,8,10,12,14) represent sink orbitals XiElJx. (a) An example of two 
RRS's. Graphically, each structure contains oriented and/or nonoriented 
bonds connecting one source and one sink vertex. (b) The superposition G

Oh 

of structures Sa and Sb consists of disjunct even cycles. Cycles c 1 and c2 are 
active, while cycles c3 and c4 are passive. Cycles c2 and C3 containing only 
two vertices are called y-cycles." 

c. Complementary spaces Xn+ and Xn-

The set £n(n) of all RRS's can be consistently parti­
tioned into subsets £n+(n) and £n-(n) using the superposi­
tion criteria8

,9: if the superposition Gab ofRRS's Sa and Sb 
contains an even number of passive cycles, these two struc­
tures are contained in the same subset, either in a' + (n) or in 
£n-(n). Otherwise, i.e., if the superposition Gab contains an 
odd number of passive cycles, structures Sa and S b are con­
tained in different subsets, one in the subset a' + (n) and an­
other in the subset a' - (n). 8,9 The notion of "positive" and 
"negative" subset is relative. 8

,9 From Lemma A2 it follows 
that the space X n+ spanned by all positive structures 
SEa'+(n) is orthogonal to the space X n- spanned by all nega­
tive structures SEa' -(n). Spaces X n+ andX n- have the same 
dimension, they are uniquely (up to the exchange X n+ 
+-+X n-) defined by thesubsetB 0 (or B X) ofthe setB, and each 
state IJIEXn can be uniquely written as a sum IJI = IJI + + IJI-, 
where IJI + EX n+ and IJI - EX n- . 

d Normal phase between RRS's 

Each permutation of BO's ISi)ES and Is))ES in a RRS 
S = I ... ,su""s), ... ) changes the sign of this structure. All 
overlaps and matrix elements between different RRS's are 
hence ambiguous up to the sign ( + I) or ( - I). In order to 
lift this ambiguity, one has to fix in a consistent way relative 
phases between different RRS's. According to the definition, 
each structure SEa'(n) can be obtained from some fixed non­
excited structureSoEa'(n) in two steps: first one has to make 
an appropriate permutation of sink vertices, retaining source 
vertices fixed. Next one has to replace, wherever necessary, 
nonexcited BO's with excited BO's. The set a'(n) of all 
RRS's can hence be written in such a way that all ith 
(i = l, ... ,n) BO's in structures SEa'(n) have the same source 
orbital in common. In other words, given any two structures 
Sa = Isp ... ,su .. ·)Ea'(n) and Sb = I Pl, ... ,pu ... )Ea'(n), BO's 
lSi) and I pJ (i = I , ... ,n) contain the same source orbital. We 
will refer to this representation ofRRS's as a "normal phase 
convention." Relative phase between two structures obeying 
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the nonnal phase convention is by definition "normal." Nor­
mal phase convention fixes relative phases between all 
RRS's to be normal. All the subsequent expressions for over­
laps and matrix elements of different operators between 
RRS's Sa and Sb are derived under the assumption that the 
relative phase between these structures is normal. 

Besides RRS's, one can define the so-called nonna! res­
onance structures (NRS's).8.9 These structures are defined 
analogously to the RRS's, but without the condition (A4). 
The setff(n) of all NRS'sis hence larger than the set .9i'(n) of 
all RRS's. Moreover, this set does not depend on the parti­
tion of the set B on sink and source subsets. The set 
.9i'(n)Cff(n) is however fixed by the particular partition of 
the set B; given another partition of this set, one obtains 
another set .9i"(n)Cff(n) ofRRS's. Consider now the set 
2'(n) = .9i'(n)n.9i"(n) containing all the structures which are 
contained in the set .9i'(n) as well as in the set .9i"(n). For the 
set 2'(n) normal phase can be defined either in accord with 
the convention applied to the set .9i'(n), or in accord with the 
convention applied to the set .9i"(n). Moreover, given any two 
structures SaE2'(n) and SbE2'(n), the transition from the 
set .9i'(n) to the set .9i"(n) corresponds to the exchange of the 
role of sink and source vertices in some cycles cj.t EGab . One 
can now ask the following question: what is the change in 
normal phase between structures Sa and Sb' if the set .9i'(n) is 
substituted with the set .9i"(n)? This question is answered by 
the following lemma. 

Lemma AI: Exchange of sink and source vertices in a 
cycle cj.t EGab changes the nonnal phase between structures 
Sa and Sb by a factor ( - 1(" + m~ + \ where (2nj.t) is the num­
berofbonds in the cycle cj.t ,while mj.t is the number of orient­
ed bonds in this cycle. 8 

Note finally that in Refs. 8 and 9 somewhat different 
phase convention is given. However, in the case ofRRS's the 
two conventions are in accord, and they lead to the same 
phase fixation. 

2. Rules for overlaps and matrix elements 

We give here rules for the derivation of overlaps and 
matrix elements of one- and two-particle symmetrical opera­
tors. Structures Sa and Sb are n-particle regular resonance 
structures. Their superposition Gab contains p cycles 
cp""cp, Cycle cj.t EGab contains (2n!,) bonds out of which mil 
are oriented. 

All cases which are not explicitly given can be obtained 
either by using Lemma AI, or by using some oft~e symme­
try relations. For example, ifmatrix element (Sa IAij.kIISb) is 
not explicitly considered, look for the matrix element 

A ~ A 

(Sa IA ij.lk IS b) and use A ij.kl = - A ij.lk' etc. 
Lemma A2: Overlap Sab = (Sa ISb) equals 

{
I all p cycles C" EGab are active, 

S =2 P - n 
' ~ (A6) 

ab 0, otherwise. 

a. Matrix elements of one-particle operators 
A:., = 7Jk+ 71, + 7J/7Jk 

Operator Akl is diagrammatically represented as a wig­
gly line connecting vertices (k) and (I). If k = I, operator 

A k = A kk is a vertex operator. If k 1= I, operator A kl is a bond 
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(a) 

ffi~ 
k I 

C .. 
C 5 

fC 

CA~Cy 
1\ 

<SaIAkIISb> ·0 

(b) 

FIG. 2. Diagrammatic representation of operators Ak , and matrix elements 
(Sa IAk,lSb >. (a) Vertex and bond operators. (b) The matrix element of an 
external bond operator vanishes (Lemma A4). Only cycles c"EGab and 
C,.EGab supporting the operator A" are drawn. (c) Matrix elements ofa~ 
internal bond operator. Only the cyclec"EGab supporting the operator A k , 

is drawn. The "bridge" (s) = (k,l) forms two inner cycles over c~EGab' The 
cycle c; contains the upper segment (k-I) and a bond (bridge) (s) = (k,I). The 
cycleC:' contains the lower segment (k-I land a bond (s) = (k,l). Ifvertices (k) 
and (I) are of opposite parity, (2n~) is the number of bonds in the cycle c; 
(Lemma A5). If vertices (k) and (I) are of the same parity, (2n~ + 1) is the 
number of bonds in the cycle c; (Lemma A6). Relations (AS) and (A9) are 

invariant with respect to the exchange of cycles c: and C:'. 

operator. With respect to the superposition Gab' bond opera­
tor A kl can be either internal or external. It is internal if ~ 
vertices (k ) and (I ) are contained in the same cycle, i.e., if A kl 
is supported by a single cycle c!' EG ab' It is external otherwise 
(Fig. 2). 

Lemma A3: Let Ak = 27Jk+ 7Jk be a vertex operator and 
let vertex (k ) be contained in the cycle c!' EGab . Matrix ele­
ment A ~b = (Sa IAk ISb) equals zero if at least one among 
(p - I) cycles CK (K1=f/) is passive. Otherwise, i.e., if all these 
cycles are active, matrix element A ~b equals 

~ {I, S A S - 2P - n 
( a I k I b) - ( _ 1(" + m,. + I, 

(k) is source, 
(k) is sink. 

(A7) 

Note that the case when (k ) is sink can be derived from the 
case when (k ) is source using Lemma A 1. ~ 

Lemma A4: Matrix element A ~b = (Sa lAs ISb) of an 
external operator As = Akl vanishes [Fig. 2(b)]. 

If As = Akl is a bond operator internal to some cycle 
C!,EGab , vertices(k ) and (l ) form two segments over this cycle. 
These segments, together with the "bridge" (s) = (k,l) define 
two cycles, cycle c; and c;'. Quantities n; and m; in Lemmas 
AS and A6 refer to a cycle c;. By convention, bridge 
(s) = (k,l) is considered to be an unoriented bond contained 
in c;. The notion of cycles c; and c;' is relative, and relations 
(AS) and (A6) are invariant with respect to a permutation of 
these two cycles [Fig. 2(c)]. 

Lemma A5: Let As = Akl be an internal bond operator 
and let vertices (k) and (l) be of opposite parity. Matrix ele-
ment A ~b equals 

A s = (_ I)n;+m:+ IS 
ab ab' (AS) 

where (2n;) is the number of bonds in a cycle c;, while m; is 
the number of oriented bonds in this cycle. 

Lemma A6: LetAs = Akl be a bond operator internal to 
a cycle c!' EGab and let vertices (k) and (I) be of the same 
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parity. Then (a) if the cycle cl' is active and/or at least one 
among other (p - 1) cycles is passive, matrix element A ~b 
vanishes, and (b) otherwise, i.e., if the cycle cl' is passive 
while all other cycles are active, matrix element A ~b equals 

{

In; + m; 
AS =2 P- n (-) , 

ab , , 
( - 1 t, + m, + I, 

(k) and (I) are source, 

(k) and (I) are sink, 

(A9) 

where (2n; + 1) is the number of bonds in the cycle C; formed 
by a bridge (s) = (k,1) over the cycle CI'EGab , while m; is the 
number of oriented bonds in this cycle. 

b. Matrix elements of two-particle operators 
'" Aq,kl = 'TJ/ 'TJ/ 'TJk'TJ, + 'TJ'+ 'TJk+ 'TJj'TJi 

Operator Aij,kl is diagramatically represented by two 
arrows connected by a wiggly line. One arrow connects ver­
tices (i) and (k ), and the other connects vertices (j) and (I ). 
Vertices (i) and (j) are associated with the beginning of these 
arrows, and they are called creation vertices. Vertices (k ) and 
(I) are associated with their ends, and they are called annihil­
ation vertices [Fig. 3(a)]. The definition of the operator Aij.kl 
implies 

A A A A 

Aij,kl = -Aij,lk = -Aji,kl = Akl,ij' (AlO) 

i.e., each diagram changes a sign if either creation or annihil­
ation vertices are permuted. It does not change a sign if the 
direction of both arrows is simultaneously changed [Fig. 

A 

3(b)] . We distinguish three types of operators A ij,kl' If all four 
vertices (i), (j), (k ), and (I ) are different from each other, it is a 
bond-bond operator. If two out of these four vertices coin­
cide, it is a bond-vertex operator. Ifin addition another two 
vertices coincide, it is a vertex-vertex operator [Fig. 3(c)]. 

}{ }{ 
k j k J 

(0) (b) 

)-( ,A, J~, 0 -r 
/I /I /I 

A ij,kl Alj'jk - - A'),k) 

bond - bond bond - vertex vertex _ vertex 

(e) 

FIG. 3. Diagrammatic representations of two-particle operators A'ikl ' (a) 
Diagrammatic representation of operator Aiikl . One arrow connects ver· 
tices (/) and (k), while the other arrow connects vertices (]) and (/). Creation 
vertices Ii) and (]) are at the beginning of these arrows. Ib) Each diagram 
changes a sign if either creation or annihilation vertices are permuted. It 
does not change a sign if the direction of both arrows is inverted. (c) Differ· 
ent types of operators Aij.kl and their diagrammatic representations. 
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OlD 

1\ 

<SaIAij,ktlSb> =0 

(0) 

~ e (ffi 
(b) 

~ CXIO etc. 

ecl 

etc. 

FIG. 4. Diagrammatic representations of matrix elements (Sa IAo.k/ISb)' (a) 
Disconnected operators. The two arrows and different segments do not 
form closed loops. At least one of the cycles supporting these operators 
contains a different number of creation and annihilation vertices. (b) Inter· 
nal operators. These operators are supported by a single cycle c" EG ab' 
Closed loop(s) formed by two arrows and different segments is (are) drawn 
with a heavy line. (c) External operators. These operators are supported by 
two cycles c"EGab and cvEGab . Each of these cycles contains one creation 
and one annihilation vertex. Closed loop(s) formed by two arrows and dif­
ferent segments is (are) drawn with a heavy line. Internal and external oper· 
ators are connected operators. 

Note that the two creation vertices cannot coincide since 
(AlO) implies AU•kl = O. Similarly, the two annihilation ver­
tices cannot coincide either. 

With respect to a superposition Gab' operator Aij.kl can 
be either connected or disconnected. If going in the direction 
indicated by the two arrows and then along the segments 
defined by vertices (i), (j), (k ), and (/) in the superpositi~n Gab 
one can form either one or two closed loops, operator Aij,kl is 
connected. Otherwise it is disconnected (Fig. 4). Connected 
operators can be supported by one or at most two cycles 
cKEGab . Each of these cycles contains the same number of 
creation and annihilation vertices. Connected operators sup­
ported by a single cycle are internal, while connected opera­
tors supported by two cycles are .£xternal. 

Lemma A 7: If the operator Aij,kl is disconnected with 
respect to the superposition Gab' then the matrix element 
(Sa IAij,klISb) vanishes [Fig. 4(a)]. 

According to the above lemma, in order to find matrix 
elements of two-particle operators it is sufficient to find ma­
trix elements of connected operators. These operators are 
either internal or external. 

i. Matrix elements ofinternal two-particle operators. 
Lemma A8: Let Aij,kl be internal to the cycle cl' EGab . If 

creation vertices (i) and U} [and likewise annihilation vertices 
(k ) and (I )] are adjacent on this cycle, then the matrix element 
(Sa IAij.klISb) vanishes [Fig. 5(all' 

Consider now an operator A ij.kl supported by a cycle C 1" 

and let creation vertices (i) and (j) [and likewise annihilation 
vertices (k ) and (I)] be not adjacent on this cycle. Vertices (I), 
Ul, (k ), and (/) form four segments on the cyclecl" In order to 
express matrix element (Sa IAij.klISb) we define a cycle c~ 
which is formed by two out of these four segments. By con­
vention, cycle c~ contains segments (i-I) and (k-j), i.e., these 
connecting the beginning of one and the end of another ar­
row [Fig. 5(b)]. Cycle c~ is characterized by two numbers, n~ 
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1\ 

<SaIAiJ,kIISb> =0 

(a) (b) 

FIG. 5. Two topologically different types of matrix elements of internal 
operators Aij.kl' (a) Matrix element (Sa IAij.kIISb) of an internal operator 
supported by a cycle cl' EGab vanishes if creation (annihilation) vertices are 
adjacent to each other on this cycle (Lemma A8). (b) Otherwise, i.e., if cre­
ation (annihilation) vertices are not adjacent to each other on this cycle, the 
matrix element (Sa IAij.klISb > is generally different from zero. In this case 
one defines the cycle c~ in order to express these matrix elements. 

and m~. If the cycle c~ contains an even number of bonds, 
then (2n~) equals this number. If the cyclec~ contains an odd 
number of bonds, then (2n~ + 1) equals this number. In both 
cases m~ is the number of oriented bonds in c~. Note that 
cycle c~ is considered to be formed only by different seg­
ments of the cycle cJ.l' i.e., it does not contain ~y part of the 
diagrammatic representation of the operator Aij.kl' In the 
case of bond-vertex operators AijJI this cycle reduces to a 
single segment (i-I), while in the case of vertex-vertex opera­
tors AijJi it contains no segment at all, i.e., n~ = m~ = 0 in 
this case. 

Throughout Lemmas (A9)-(A12) the above convention 
and notation is used. 

Lemma A 9: Let A ij,kl be a bond-bo~d operator internal 
to a cycle CJ.l EGab . Let further operator Aii,kl contain an even 

r::-A 0' 'fC)\ 
Y:Y. YY. 

(a) 

@
Ox 

o 0 

x x 
o 

d>= 1/8 

(8) DC e x®o xGo 
o x 0 x 

C"ac'IV. <~>= 1/4 <~>= -1/4 

(b) 

~ f<CJ\ 'Q or v::Y. .~" :~ 
o x x 0 

(e) 

FIG. 6. Diagrammatic representation of matrix elements of internal bond­
bond operato!s, Only the cycle c" supporting the operator Aij.kl is drawn. If 
the operator Aij kl contains an even number of source (sink) vertices, then the 
matrix element' (Sa IA" kllSb) can be nonzero only provided the cycle c is 

". ~ p 

active [diagrams (a) and (b)). If the operator 1ij", contains an odd number of 
source (sink) vertices, matrix element (Sa IAij,.,ISb) can be nonzero only 
provided the cycle cl' is passive [diagram (c)]. In the above numerical exam­
ples it is assumed that the superposition Gab contains only the cycle cl" 
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number of source (sink) vertices. In this case matrix element 
(Sa IAij,kllSb > equals 

(Sa IAij,kllSb > 

!
( -1 t~ + m~, vertices (i), (j) (k), and 

(I) are of the same parity, 
=Sab n'+m'+1 (All) 

( - 1) " " , two vertices are sink, 

and another two are source, 
where (2n~) is the number of bonds in the cycle c~ [Figs. 6(a) 
and 6(b)]. "'-

Lemma A 10: Let Aij,kl be a bond-bon~ operator inter­
nal to a cycle C J.l EG ab' Further let operator A ij,kl contain only 
one sink vertex. Then (a) if the cycle cJ.l is active and/or at 
least one among other (p - 1) cycles is passive, the matrix 
element (Sa IAij,kllSb > vanishes; or (b) otherwise, i.e., if the 
cycle cJ.l is pas~ive while all other cycles are active, the matrix 
element (Sa IAij,kllSb > is equal to 

(s IA. IS > = (- 1)n~+m~2p-n a 111kl b , (A12) 

where (2n~ + 1) is the number of bonds in the cycle c~ [Fig. 
6(c)]. "'-

Lemma A 11: Let A ijJk be a bond-vertex operator inter­
nal to a cycle C J.l EG ab' Then (a) if at least one among (p - 1) 

cycles CK(K#,u) is passive, the matrix element (Sa IAijJk ISb > 
vanishes; or (b) otherwise, i,e., if all (p - 1) cycles CK(K#,u) 
are active, the following cases can be considered. 

(b1) Vertices (i), (j), and (k) are source. In this case 

(Sa IAijJk ISb > = ( - 1t~ + m;'2 p - n - I, (A13a) 

where (2n~) is the number of bonds in the cycle c~, i.e., in the 
segment (i-k ) [Fig. 7(a)]. 

(b2) Vertex (j) is source, while vertices (i) and (k) are 
sink. In this case 

(s IA. IS > = (- l)n~+m~+ 12P - n -1 
a I)Jk b , (A13b) 

where (2n~) is the number of bonds in the cycle c~ [Fig.7(b)]. 
(b3) Vertex (j) is source, while vertices (i) and (k) are of 

mutually opposite parity, one sink and the other one source. 
In this case 

(Sa IAijJk ISb > = ( - 1(;' + m~2p - n - I, (A13c) 

where (2n~ + 1) is the number of bonds in the cycle c~ [Fig. 
7(c)]. 

Note that in the case of bond-vertex operator AijJk sup­
ported by a cycle cJ.l EGab , vertices (i), (j), and (k ) form only 
three segments on this cycle. By definition, cycle c~ coin­
cides with the segment (i-k ). 

LemmaAI2: Let AijJi be a vertex-vertex operat~r inter­
nal to a cycle cJ.l EGab . Then (a) matrix element (Sa IAijJi ISb > 
vanishes ifat least one among (p - 1) cycles CK(K#,u) is pas­
sive and/or vertices (i) and (j) are of opposite parity [Fig. 
7(d)]; or (b) otherwise, i.e., if all (p - 1) cycles CK(K#,u) are 
active and also verti~s (iland (j) are of the same parity, 
matrix element (Sa IAijJi ISb > equals [Fig. 7(e)] 

"'-
(Sa IAijJi ISb > 

(i) and (j) are source, 

(i) and (j) are sink. 
(A14) 
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FIG. 7. Diagrammatic representation of matrix elements of internal bond­
vertex and vertex-vertex operators. Only the cycle c" supporting these op­
erators is drawn. In the above numerical examples it is assumed that the 
cycle c" is the only cycle contained in the superposition Gab' Diagrams (a)­
(c) represent matrix elements of internal bond-vertex operators, while dia­
grams (d) and (e) represent matrix elements of internal vertex-vertex opera­
tors. Matrix elements of the internal vertex-vertex operator A ijJ; vanish if 
vertices (i) and (j) are of the opposite parity [diagram (d)]. 

ii. Matrix elements 0/ external two-particle operators. 
LetAij,kl be an external operator with respect to the superpo­
sition Gab' and let cycles c'" EGab and C"EGab support this 
operator. Further let each of these two cycles contain one 
creation and one annihilation vertex. In addition, we assume 
that the two arrows corresponding to the operator Aij,kl con­
nect these two cycles, i.e., vertices (i) and (k ) and likewise 
vertices (j) and (I) are contained in different cycles (Fig. 8). 
Vertices (i), (j), (k ), and (I) form four segments, two on a cycle 
c'" and another two on the cycle C v • We define the cycle c' to 
contain one segment in the cycle c'" and another in the cycle 
Cv ' The following convention is used in order to define this 
cycle, i.e., to fix the corresponding two segments. 

Consider creation vertex (i) and let it be contained in the 
cycle CK(K = ,u,v). In the structure Sa there is a BO contain­
ing orbital Xi' Ifvertex (i) is source, then by definition cycle c' 
contains this BO. Ifhowever vertex (i) is sink, then by defini­
tion cycle c' does not contain this BO. Provided i=j:.1 this 
convention uniquely defines that segment in the cycle CK 

which is contained in the cycle c'. If however i = I, then the 
cycle c' is assumed to contain void segment in the cycle CK • 

Creation vertex (j) in conjuncture with the structure Sa like­
wise defines another segment (Fig. 8). 

The cycle c' plays in the case of external two-particle 
operators the same role as the cycle c~ does in the case of 
internal two-particle operators. It is also characterized by 
two numbers, n' and m'. The former number (n') is related to 
the number of bonds in this cycle, while the latter (m') is the 
number of oriented bonds in the cycle c'. 

Throughout Lemmas (A13)-(A17) the above conven­
tion and notation is used. 

Lemma A13: Let Aij,kl be a bond-bond operator sup-
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80-5 contained In Sa 

FIG. 8. Matrix elements of an external operator Aij.kl supported by cycles 
c" EGab and cvEGab . Only cycles c" and Cv are drawn. It is assumed that the 
two arrows representing the operator A ij.kl connect these two cycles. In 
order to define the cycle c' the following convention is used: Consider two 
BO's adjacent to creation vertices (i) and (j) and contained in the structures 
So' If the particular creation vertex is source, than c' should contain the 
corresponding BO. Otherwise, i.e., if the particular creation vertex is sink, 
than c' should not contain the corresponding BO. In the above example (i) is 
source and hence c' contains the corresponding BO, while (j) is sink and 
hence c' does not contain the corresponding BO. The two segments forming 
the cycle c' are drawn with heavy lines. 

ported by cycles C,"EGab and cvEGab . Let further operator 

Aij,kl contain an even numbe~ofsource (sink) vertices. In this 
case (a) matrix element (Sa /Aij,kl/Sb > vanishes if cycles c'" 
and c" are of different parity (one passive and another active) 
and/or at least one among remaining (p - 2) cycles is pas­
sive; or (b) otherwise, i.e., if cycles c'" and c" are of the same 
parity (either both active or bothyassive) and all other cycles 
are active, matrix element (Sa /Aij,kl/Sb > is equal to 

(Sa /Aij.kIISb > 

= 2
P 

- n - I are all of the same parity, 

{

( - 1)n' + m', vertices (i), ... ,(/) 

( - 1)"' + m' + 1, each cycle contains 

one source and one sink vertex, 

(AlS) 

where (2n') is the number of bonds in the cycle c' [Figs. 9(a) 
and 9(b)]. 

Lemma A14: Let Aij,kl be a bond-bond op5[ator sup­
ported by cycles c'" and c". Further let operator A ij,kl contain 
only one sink vertex. In this case (a) matrix element 
(Sa IAij,kllSb > vanishes if cycles c'" and c" are of the same 
parity and/or at least one among remaining (p - 2) cycles is 
passive; or (b) otherwise, i.e., if cycles c'" and c" are of oppo­
site parity and all other cycles are active, matrix element 

A 

(Sa IAij,klISb> is equal to 

(Sa IAij,kllSb > = ( - It + m'2 P - n - 1, (A16) 

where (2n' + 1) is the number of bonds in the cycle c' [Fig. 
9(c)]. A 

Consider now external bond-vertex operators A ijJI' 
Note that the cycle c' reduces to a single segment (i-I). The 
following two lemmas apply to this case. 

Lemma A15: Let AijJI be a bond-vertex operator sup­
ported by cycles c'" EGab and C"EGab . Further let vertex (j) be 
contained in the cycle c'" and let all three vertices W, (]1, and 
(I) be source. In this case (a) matrix element (Sa IAijJIISb > 
vanishes if the cycle c" is active and/or one among (p - 2) 
cycles CK(K=j:.,u,V) is passive; or (b) otherwise, i.e., if the cycle 
Cv is passive and aJl (p - 2) cycles CK(K=j:.,u,V) are active, ma­
trix element (Sa IAjjJIISb > is equal to 
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FIG. 9. Diagrams representing matrix elements of externall>0nd-bond op­
erators. Only the cycles c" and Cv supporting the operator Av.kl are drawn. 
In the numerical examples it is assumed that the superposition Gab contains 
only these two cycles. Odd numbers denote BO's contained in the structure 
Sa' while even numbers denote BO's contained in the structure Sb' Bonds 
contained in the cycle c' are depicted with heavy lines. If the operator Aij.kl 
contains an even number of source (sink) vertices, then the matrix element 

(Sa IA'l.klISb) can be nonzero only provided ~ycles c" and Cv are of the same 
parity [diagrams (a) and (b)]. If the operator Aij.kl co~tains an odd number of 
source (sink) vertices, then the matrix element (Sa IAij.klISb) can be nonzero 
only provided cycles c,' and Cv are of the opposite parity [diagram (c)]. 

(Sa IAijJ/ISb) = ( - Ir' + m'2 P - n -I. (AI7) 

where (2n') is the numbxr of bonds in the cycle c' [Fig, lOla)]. 
Lemma A 16: Let A ijJI be a bond-vertex operator sup­

ported by cycles cft and Cv and let vertex (}1 be contained in 
the cycle cft' Assume further that vertex (j) is source while 
vertices (i) and (I) are of~utually opposite parity. In this case 
(a) matrix element (So IAijJ/ISb) vanishes if at least one 
among (p - 1) cycles CK(K#/-l) is passive; or (b) otherwise, 
i.e., if all (p - 1) cycles CK(K#/-l) are active, matrix element 
(So IAijJ/ISb) is equal to 

(AI8) 

where (2n' + 1) is the number of bonds in the cycle c' [Fig. 
lO(b)]. 

Finally in the case of external vertex-vertex operators 
we have the following lemma. 

Lemma A 17: Let A ijJi be a vertex-vertex operator sup­
ported by cycles cft and Cv ' and let vertices (i) an9,. (j) be 
source (Fig. lO(c)], Then (a) matrix element (So IAijJi ISb) 
vanishes if at least one among (p - 2) cycles CK(K#/-l,V) is 
passive; or (b) otherwise, i.e., if~ll (p - 2) cycles CK(K#/-l,V) 
are active, matrix element (So IAijJi ISb) equals 

(So IAijJi ISb) = 2 p- n - 1. (AI9) 
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FIG. 10. Diagrammatic representation of matrix elements (Sa IA ISb) of 
external bond-vertex and vertex-vertex operators. Only cycles c" and Cv 

supporting these operators are drawn. In the numerical examples it is as­
sumed that the superposition Gab contains only these two cycles. Odd 
numbers denote BO's contained in the structure Sa' while even numbers 
denote BO's contained in the structure Sb' Diagrams (a) and (b) represent 
matrix elements of external bond-vertex operators, while diagram (c) repre­
sents matrix elements of external vertex-vertex operators. 

A iii. Matrix elements of reduced operators Rkk • RijJi and 

RijJI' A A 

Lemma A18: Let Rkk = Akk - 1 be a reduced vertex 
operator, and let vertex (k) be contained in the cycle cft EGab . 
Then (a) if the cycle cft is active and/or at least one ~mong 
other (p - 1) cycles is passive, matrix element (Sa IRkk ISb) 
vanishes; or (b) otherwise, i. e., if the cycle C ft is pa~i ve while 
all other cycles are active, a matrix element (So IRkk ISb) is 
equal to [Fig. II(a)] 

A { 1 
(SaIRkkISb)=2 P

-
n -1: (k) is source, 

(k) is sink. 
(A20) 

Lemma A19: Let RijJi = UijJi - Aii - A.u + 1 be a re­
duced vertex-vertex operator supported by a cycle CftEGab 
[Figs. Il(b) and 1 1 (c)]. Then 

(So IRijJi ISb) 

{

I, 

= Sob -1, 

vertices (i) and (j) are 

of the same parity, 

vertices (i) and (}1 are 

of opposite parity. 

(A2I) 

Lemma A20: Let RijJi be a reduced vertex-vertex oper­
ator supported by cycles cft EGab and cvEGab [Fig. II(d)]. 
Then (a) if either the cycle cft or the cycle Cv is active and/or 
at least one a~ong other (p - 2) cycles is passive, matrix 
element (So IRijJi ISb) vanishes; or (b) otherwise, i.e., if cycles 
cft and Cv are both p~sive, while all other cycles are active, 
matrix element (So IRijJi ISb) equals 

(So IRijJi ISb) 

=2 P - n { 1, 
-1, 

(i) and (j) are of the same parity, 
(i) and (j) are of opposite parity. 

(A22) 

Lemma A2l: Let fjijJI = UijJI - Ail be a reduced 
bond-vertex operator supported by a cycle cft EGab • Then (a) 
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FIG. 11. Diagrammatic representation of reduced vertex and vertex-vertex 
operators. Only the cyele(s) supporting these operators is (are) drawn. In the 
above numerical examples it is assumed that the superposition Gab contains 
only the cycle(s) supporting the reduced operator. (a) Matrix elements of a 
reduced vertex operator. These matrix elements can be nonzero only if the 
cycle c" is passive. (b) and (c) Matrix elements of internal reduced vertex­
vertex operator R ijJi' These matrix elements are different from zero if and 
only if all the cycles contained in the superposition Gab are active. (d) Matrix 
elements of external reduced vertex-vertex operators RijJi' These matrix 
elements are diffe!ent from zero if and only if the cycles c" and Cv support­
ing the operator R ijJi are passive, while all other cycles are active. 

if vertices (i) and (I) are of the same parity matrix element 
(Sa IRijjr!Sb > equals 

(Sa IRijjllSb > 

(

( _ 1(~+m~, 

-S 
- ab ( _ I (~ + m~ + 1, 

(j) is the same parity 

as (i) and (I), 

(j) is opposite parity 

to (i) and (I), 
(A23a) 

where (2n~) is the number of bonds in thecyclec~ [Figs. 12(a) 
and 12(b)]; or (b) ifverticesji) and (/) are of the opposite parity 
then matrix element (Sa IRijjllSb > vanishes, unless the cycle 
cit is passive and all other cycles are active. If, however, cycle 
cit is passive and all other cycles are active, then 

=2 P - n ' 
(j) is source, {( 

_ l)n~+m~ 

( _ 1)":' + m~ + \ (j) IS sink, 
(A23b) 

where (2n~ + 1) is the number of bonds in the cycle c~ [Fig. 
12(c)]. 

Lemma A22: Let Rijjl be a reduced bond-vertex opera­
tor supported by cycles cit EGab and cvEGab . Further let ver­
tex (j) be contained in the cycle C It an<~ let vertices (i) and (I ) be 
ofthe same parity. Then (a) if either cit or Cy is active and/or 
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FIG. 12. Diagrammatic representation of reduced bond-vertex operators. 
Only the cycle(s) supporting these operators is (are) drawn. In the numerical 
examples it is assumed that the superposition Gab contains only the cyele(s) 
supporting the reduced operator. Diagrams (a)-(c) represent matrix ele­
ments of reduced internal operators, while diagrams (d) and (e) represent 
matrix elements of reduced external operators. For details see text. 

at least one among other (p - 2) cycles is passive, matrix 
element (Sa IRijjllSb > vanishes; or (b) otherwise, i.e., if cit 
and Cv are both passive, while all other cycles are active, 
matrix element (Sa IRijjlISb) equals 

(Sa IRijjlISb) 

{

( _ I)"' + m', 

- 2 P - n 

- ( _ I)"' + m' + 1, 

(i),(j), and (I) are 

of the same parity, 

(j) is one parity, (i) 

and (I) are another parity, 
(A24a) 

where (2n') is the number of bonds in the cycle c' [Fig. 12(d)]. 
Lemma A23: Let Rijjl be a reduced bond-vertex opera­

tor supported by cycles CItEGab and cyEGab . Further let ver­
tex (j) be contained in the cycle c 1" and let vertices (i) and (l ) 
be of opposite parity. Then (a) if the cycle C,l is active and/or 
at least one among other (p - I) cycles is passive, matrix 
element (Sa IRijjllSb) vanishes; or (b) otherwise, i.e., if the 
cycle C I' is passive while all ~her (p - 1) cycles C K (K =1= fl) are 
active, matrix element (Sa IRijjlISb) equals 

(Sa IRijjlISb) 

=2 P - n ' {( 
_ l)n'+m' 

(_ lr'+m'+ 1, 

(j) is source, 

(i) is sink, 

Tomislav P. Zivkovic 
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where (2n' + I) is the number of bonds in the cycle c' [Fig. 
12(e)]. 

Proof of Lemma 1 and Theorem 2 

In order to prove Lemma I it is sufficient to show that 
Hnal = 0 over Xn implies 

(A2S) 

where A is an arbitrary real constant. Note that Hnal = 0 
over Xn if and only if 

'PEXn~Hnal 'P = O. (A26) 

The space Xn is spanned by vectors (A I) satisfying the condi­
tion (A2). In general vectors (AI) satisfyl9 

TJk+ IiI'"'' i k ,···, i2n ) 

= ( - I)Ikik IiI"'" i k - I, ... , i 2n ), 

where 

(A27a) 

~k = i l + i2 + '" + i k _ I' (A27b) 

Operator Hnal is a linear combination of reduced antialter­
nant operators, i.e., it is of the form 

ij 

(A28) 

where A.:;, ... ,A.,ij.k' are real constants, and different summa­
tions are performed only over mutually distinct antialter­
nant operators. Consider now the action ofthe antialternant 
operator Aij.kl on vectors (AI) satisfying (A2). Assume first 
that ij> n, and k,l<,n, and consider the vector 

'Po = 11,1, ... ,ln,O, ... ,O)EXn • (A29) 

Operator Aij•kl creates two particles in empty orbitals Xi and 
Xj (since ij> n), and annihilates two particles in occupied 
orbitals Xk and XI (since k.l<,n). In other words, it trans­
forms the state 'Po into the state 'Pk_ i•l_ j , 

'P k--i.l-j 

= 11,1, ... ,I,Ok,I, ... I,O"I, ... ,l n , 

0, ... ,0, li'O, ... ,O, Ij,O, ... ). 

None of the other antialternant operators contained in Hnal 

acting on the state 'Po creates the state 'Pk_i.l_j, and hence 
Hnal 'Po = 0 implies Aij.kl = 0 whenever ij> nand k,l<,n. 
Changing the state 'Po one finds that the condition JA26) 
implies that Hnal contains no bond-bond operator Aij.kl' i.e., 
the last term in the relation (A28) is identically zero. Consid­
er now the action of the antialternant operator RijJI on vec­
tors (A I). Assume first that ij<,n and i> n. Relations (4) and 
(A27) imply 

R,I[/.o = ( - 1)1 + n'P[ . l)J __ I' (A30) 
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where 

'P1_ i = 11, ... ,I,O"I, ... ,ln,O, ... ,O,I;,O, ... )EXn • 

Relation (A30) holds for each}<,nU/=i,l). Moreoxer, and 
since indices i and i in an antialternant operator RijJ' are of 
the opposite parity, none of the remaining antialternant op­
erators acting on the state 'Po creates the state 'PI_;. Hence 
Hnal 'Po = 0 implies 

n 

IA;jJI =0. 
j",; 

Changing the state 'Po one finds 

(A3Ia) 

(A3Ib) 

where the summation is performed over arbitrary (n - I) 
indices} satisfyingJ/=i,l. It is easy to show that conditions 
(A3Ib) imply AijJ' = O(i,fJ/=/), and hence Hnal contains no 
bond-vertex operator RijJ,' Si~larly one finds that it does 
not contain any bond operator Aij' i.e., only the first term in 
the relation (A28) remains. Finally one finds 

A {'Po, i<,n, 
R;; 'Po = 

- 'Po, i> n, 
(A32) 

and hence 
n 2n 

I Aii - I A;; = O. (A33a) 
;= I ;=n+ 1 

If 'PI = 'P1_ n + I = 10, I, ... , I, In + 1,0, ... ,0)EXn is substituted 
for 'Po the analogous condition reads 

n + I 2n 

I Aii - I Aii - All = O. (A33b) 
;=2 ;=n+2 

Conditions (A33) imply All = An + I.n + I' This relation can 
be easily generalized to 

Aii = A /2 = const, (A33c) 

and hence 

I 2n A A 

Hnal =A - IRii =A (N - n), (A34) 
2 i 

which proves Lemma 1. From this lemma it follows that 
each symmetric Hamiltonian possessing the complete set of 
alternantlike eigenstates is of the form 

H = Hal + A (if - n) + const. (A3S) 

Since N is constant over X n , and since in addition Hnal is an 
arbitrary linear combination of reduced alternant operators, 
this proves Theorem 2. 
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A Gel'fand-Levitan inverse problem of image processing is used to determine an optimum trade­
off potential U (f) or V (f) from the knowledge of the restored object Q (f) or the output transfer 
function '/I (f) and the design knowledge of the optical transfer function (OTF) S (f). Analytic 
examples and exact solutions are given for the coherent and incoherent image restorations. The 
minimum mean-square image spread (MMIS) filter is found to yield an identical minimum mean 
square estimation-error (MMSE) filter of Wiener in the special case, similar to the visual MTF or 
contrast sensitivity function, peaked at the middle band of spatial frequency channels. The trade­
off potential for the linear and noisy motion-blurred image restoration is obtained. By means of 
the Gel'fand-Levitan inverse transform technique for the reference potential, the design of the 
energy constrained MMIS filter follows. Lastly, both the direct and inverse problems of 
incoherent imaging are simultaneously solved with a specific example of the dc incision, namely 
the central dark field method of Abbe and Zemike. It illustrates the main concept that a useful and 
efficient new approach of image processing requires a systematical design of both the imaging 
OTF and image restoration filters under noise. 

PACS numbers: 42.30.Va, 02.30. + g 

I. INTRODUCTION 

The direct problem is, given a trade-off potential, to 
derive the output transfer function '/I from which an energy­
constrained minimum mean-square image spread (MMIS) 
filter follows, 

M(f) = SO(f)-II{I(f). (1) 

In other words, the noise-to-signal trade-off potential is 
known, 

(2) 

in terms of the ratio of the power spectral densities of noise 
and of the optical transfer function (OTF) So(f). The solution 
of the direct problem is obtained by solving the Schrodinger 
equation 

- V2'/1 + Vo(f) '/I = E'/I , (3) 

which balances the noise-to-signal energy ratio with the im­
age spread in terms of the radius of gyration. The solution is 
called an apodization function '/I used to soften the exact 
inverse filter Eq. (1). Also, it is called the output transfer 
function, in the 2-D spatial frequency domain 

f= (v,,u) = (Ix,!;') (4) 

because it transfers the object 0 to the estimated object Q, 

Q (f) = M (f)/ (f) = '/I (f)0 (f) + M (f)N (f) , (5) 

if one assumes the linear and shift invariant image equation 

/ (f) = So(f)O (f) + N (f) . (6) 

An object-matched MMIS filter is slightly different from Eq. 
(3). We have derived 

-V2Q+ U(f)Q=EQ, (3') 

where the object-dependent U is the deviation of Wiener's 
'/I w from the unity 

U (f) = 1 - '/I w • (2') 

The inverse problem is to derive the trade-off potential 

2767 J. Math. Phys. 25 (9), September 1984 

Vo knowing the output transfer '/I. The necessary and suffi­
cient condition of the unique inverse solution (from E, '/I to 
solve V) has been generally known for the Sturm-Liouville 
equation of which the Schrodinger equation is a special 
case. I It is known in the quantum mechanical potential scat­
tering problem2 as the Gel'fand-Levitan inverse (scattering) 
transform technique,3 which will be applied to the design of 
imaging and restoration filters for the first time.4

-6 

Firstly, we compare Wiener filtering with dynamic fil­
tering. Can the energy-constrained dynamic filter be identi­
cal to the least squares filter of Wiener? What is the imaging 
optical transfer function S (f) that fulfills both the LS and the 
constrained LS? To answer both, an equivalence differential 
equation is derived for arbitrary object spectrum 
p = (1012). Two specific questions will be answered. The 
first is related to the comparison between Wiener filtering 
and dynamic. 

Second, we study the noisy image restoration. What is 
the trade-off potential that includes the ideal restoration 
'/I (f) = I as its eigenfunctions? Since the exact restoration 
Q = 0 implies '/I = I and the ideal inverse filtering 

M = So - 1'/1 = So - I , (7) 

then it is desirable to design the OTF for the exact restora­
tion. But the presence of noise can be overly amplified by the 
zero of the optical transfer function So. As a result, the exact 
inverse filtering So - I must be usually apodized by the output 
transfer function '/I (f). Therefore, the second question 
amounts to find a new OTF S which admits '/I = 1 and a new 
potential Vby means of the Gel'fand-Levitan inverse trans­
form. The physical meaning of these exact solutions will be 
discussed, and an experiment modifying the imaging condi­
tion will be indicated. 

II. EXACT SOLUTION OF INVERSE PROBLEM 

It is interesting to find a consistent trade-off potential 
between the two approaches, namely the LS method ofWie-
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ner and the energy-constrained LS method. The possibility 
ofidentical Wiener and dynamic filter is a specific case of the 
inverse problem that can be answered with a straightforward 
algebra as follows. The Wiener filter has also been casted as 
the apodization of inverse filtering, similar to Eq. (1), 

Mw(f) = S(f)-llfIw(f), (8) 

where the Wiener apodization function is rewritten for arbi­
trary object P = (101 2

) in terms of the tradeoff potential 
V(f): 

lfIw(f) = (1 + V(f)IP(f))-1 . (9) 

On the other hand, the formal inverse solution of the Schro­
dinger equation (3) may be written as 

V(f) = V2lf11lf1 + E. (10) 

If 

lfI= lfIw , 

then solving Eq. (9) for V, 

V = (lfI(f)-1 - I)P(f) . (11 ) 

Equating Eq. (10) with Eq. (11), we obtain the following dif­
ferential equation: 

V2 lf1 + (P + E)lfI = P. (12) 

Simple solutions for a point object P = 1 are given as 
follows: 

(13) 

Since two-dimensional generalizations are possible due to 
the integrations of a second-order differential equation of 
constant coefficients, the one-dimensional real and symmet­
ric result is explicitly written as follows: 

lfI(v) = 11(1 +E)-cos(~E+ Iv). 

The trade-off potential is found from Eq. (11) to be 

V(v) = E 1(1 + E) + cost$+! v) , 

11(1 + E) - cos(~E + 1 v) 

(14) 

(15) 

and the optical transfer function is, when chosen to be real, 

S(v) = [ 11(1 + E) - cos(.Jf+E v) ]112 
E I( 1 + E) + cos(~ 1 + E v) 

(16) 

Then, by definition (1), the identical filter for both perfor­
mance criteria follows, from Eqs. (14) and (16): 

M(v)= [11(1 +E)-cos(~1 +E v)] 112 

X [E 1(1 + E) + cos(~1 + E v)] 1/2. (17) 

In particular, these results at the ground state E = 0 are list­
ed as follows: 

lfI(v) = 1 - cos(v), 

V(v) = cos v/(1 - cos v) , 

S(v) = ~(1 - cos v)/cos v, 

M(v) = ~cos v(l - cos v), 

where 

Ivl <rr/2. 

It is straightforward to verify that 
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(18) 

(19) 

(20) 

(21) 

(22) 

We make three comments as follows. 
(i) For the unbounded domain, the complex apodization 

function that satisfies the equivalent equation (12) is 

lfI(v) = 1/(1 + E) + ei,[f+7i v. (23) 
(ii) For arbitrary object spectral density the equivalent 

differential equation (12) can be expressed in terms of the net 
broadening, lfI - 1, 

V2(lfI- 1) + (E + P)(CP - 1) = E, (24) 

which is again a Schrodinger equation of a constant inhomo­
geneity E. 

(iii) It is interesting to observe that the matched filtering 
is similar to the visual contrast-sensitivity function. Note 
that the optical transfer function is a high pass filter which is 
unusual in optical imaging, but is possible using computed 
generated holograms. The equivalence differential equation 
(12) makes the analytical comparison between two types of 
filters possible. In Sec. III, the physical meaning of E will be 
given by a useful application. The other solution of the in­
verse problem will be given in Sec. IV using the Gel'fand­
Levitan inverse transform technique. 

III. MOTION-BLURRED NOISE IMAGE RESTORATION 

The concept of reference filter,6 is closely related to the 
reference potential that goes into the nutshell of the inverse 
problem of quantum mechanics. The exact relationship is 
made possible by generalizing the MMSE filter of Wiener to 
the energy-constrained MMIS filter. Then the apodization 
function of the inverse filter satisfies a Schrodinger-like 
equation in the spatial frequency v domain, rather in the 
spatial x domain. To appreciate the importance of this fact, 
we consider a special case of noiseless imaging. Since the 
trade-off potential is zero in the case of no noise, then the 
output transfer function lfI of the Schrodinger equation is 
simply integrated to give the important phase factor 

lfI(v) = exp(ikv), 

where 
k =(E)I/2. 

The restoring output image becomes, by definition (5), 

(25) 

(26) 

Q = MI = MSO = CPO , (27) 

Q (v) = exp(ikv)O (v) . (28) 

The important "gauge" phase freedom means the invariant 
intensity of spectral density 

IQ(vW = 10(vW, (29) 

and implies that the physical meaning of E is, in the spatial 
domain, a shifted but perfect restoration of the object 

q(x) = o(x + (k 12rr)) = o(x + (V E 12rr)) . (30) 

The further significance of such a solution can be best 
seen in that it unifies earlier results of Harris 7 and Swinde1l8 

for the case of linear motion blur and consequently a new 
"de-ghost" filter is obtained as follows. 

The point spread function is, by definition of linear mo­
tion blur, 
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sIx) = rect(x/2L )l2L , (31) 

which gives, in the Fourier domain, the optical transfer func­
tion, with K =21TL, 

S(v) = sin(Kv)lKv. (32) 

Accordingly, the restoring processor filter, M = 1/11 S, has the 
real and imaging parts 

M (v) = Kv cos kvlsin Kv + iKv sin kvlsin Kv. (33) 

The real part gives Swindell's result while the imagi­
nary part gives Harris' result. In the spatial domain, one can 
invert the solution Eq. (33) and therefore derive the general 
solution 

mIx) = L ~ [ i: £5(x - (2n + 1) L + (k /21T))] 
dv n=O 

+ L :v [nto £5(x + (2n + 1) L + (k 121T))] , 

(34) 

where use is made of the straightforward long division 11 
(exp(ikv) - exp( - ikv)) producing the expansion 

1 "" -.-- = 2 L sin((2n + l)Kv) . (35) 
smKv n=O 
Thus, the Swindell's result is derived from the ground 

state (k =,JE = 0) output transfer function 1/1 = 1, while the 
Harris result follows the central portion (Ix I < 2L ) of the ex­
cited state (k = K) output transfer function, i.e., the shifted 
version of the ideal inverse filter. 

If k = K in the spatial frequency domain, then the first 
term of M (v) is the "de-ghost" filter which cancels the ghost 
image produced by the second term: 

iKv..-.-L ~ £5(x) , 
dv 

namely the spatial differential operator of Harris. 
For white noise the trade-off potential may be approxi­

mated by a void impurity to a monoatomic crystal lattice 
(Kronig-Penny modeI9

), where a = 1I2L, as 

V(v) = (Si: vY (IN 12);:::: n =~ 00 a£5(v - na) - a£5(v) . 

(36) 

The void "impurity" is due to S (0) #0 and consequently 
V(O)#£5(v). Using the Green's function, for no defect, 

G (v,;) = (i/2k) exp(ik Iv - ; Il ' (37) 

and the Bloch theorem 

t,b(v + na) = exp(i,una)t,b(v) , (38) 

the output transfer function is known: 

t,b(v) = (al2k )t,b(0) exp(i,u(v - v')) 

X exp(i,ua)sin kv' - sin k (v' - a) , (39) 
cos,ua - cos ka 

where v' = v - a·integral part of [via). Then, the standard 
perturbative approach follows from the work of Saxon and 
Hunter lO and I will not repeat it here. 
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IV. DIRECT AND INVERSE PROBLEMS OF COHERENT 
IMAGE ,RESTORATION 

The optical transfer function of coherent (laser) imaging 
is often represented by an ideal low pass filter 

Se(v) = rect(vl1T) , (40) 

which is 1 if Ivl < 1T/2 and zero outside the range where 
Ve = 00. Four cases are considered as follows. 

(i) In the first case of negligible phase (speckle) noise, we 
solve the equivalent Schr6dinger equation, 
Ho = - d 21 dy + Ve, for a particle in a box, where Vcc::::O 
in the zeroth order of approximation, and obtain 

Thus the even output transfer function is 

(
2)112 I/In (v) = -;; cos(nv) , (42) 

which vanishes at the wall of the infinite potential well at 
v = ± 1T 12 such that 

and 

En = n2
• 

Similarly the odd eigenfunction follows: 

I/In (v) = (211T) 1/2 sin(nv) . 

Thus, the associated restoration filters become 

Mn(v) = IJIn(v)Se -1, 

(43a) 

(43b) 

(44) 

(45) 

which were first derived by Papoulis 11 for noiseless coherent 
imagery. 

(ii) Due to the constrained moment formulation,12 we 
can go beyond Papoulis by including the arbitrary speckle 
noise power spectral density as the trade-off perturbation 
potential: 

Ve = (N2)/ISe 12. (46) 

Then in the second case of an arbitrary speckle noise power 
spectrum the convention perturbation method can be used 
to calculate the eigenfunction I/Ie of He = Ho + Ve and the 
eigenvalue Ee' In particular, if (N2)C::::Eo a piecewise con­
stant < 1, then a fast covergent series solution follows: 

(47) 

Een = n2 + Eo . (48) 

In contrast to 1/11' the result I/Iel becomes bipolar, which 
provides the necessary cancellation of noise. 

(iii) In order to solve the inverse problem of imaging we 
recapitulate the Gel'fand-Levitan (GL) integral transform 
for the I-D spatial frequency domain 

cP(v) = I/I(v) + f~ 00 K(v,,u)I/I(,u) d,u. (49) 

The kernel of the G L transform itself satisfies the Fredholm 
integral equation of the second kind, at a fixed v>,u > 0, 

Harold H. Szu 2769 



                                                                                                                                    

K(v,p) = - {} (v,p) - f~ 00 K(v,v'){} (v"u) dv' , (50) 

where {} in general is the experimental data. Solving K, the 
trade-off potential follows: 

V(v) = 2 dK(v,v) . (51) 
dv 

For simplicity, discrete real states and normalization con­
stants bn or cn' respectively, are assumed for the inverse 
imaging problem 

, " tP n tP n' ,,'/In '/In' {}2(V,V) = £., -- - £., -- . 
n bn n Cn 

(52) 

Solving K 2, the difference of trade-off potentials, V2 follows: 

K 2(v,p) = - {}2(V"u) - f~ 00 K 2(v,v'){}2(V,P) dv', (53) 

(54) 

where VI is associated with '/I. Since we are not going to 
willfully alter the other eigenfunctions '/In' unless they are 
necessarily adjusted due to the required new potential 
V = VI + V2, then we assume tacitly for the time being an 
identical set of formal eigenfunctions denoted by the lower 
case ifJn' 

(55) 

except that we have demanded the extra ground state, for 
example, Eq. (40), 

(56) 

Consequently we have arrived at a single factorized term 

Solving the degenerated Fredholm integral equation, we ob­
tain 

K (v,p) = - ifJo(v)ifJo( p) 
2 bo + S~ 00 ifJO(V/)2 dv' 

(58) 

The actual eigenfunctions denoted by the upper case tP n are 

tPn(v) = '/In (v) + f~oo K2(V,P)'/In(p)dp, (59) 

due to the add-on difference potential 

(60) 

Given 

(61) 

the solution K 2(v,p), when evaluated at the diagonal value 
p = v, has a simple form 

K2(v,v) = - ~ In (bo + IV ifJO(V/)2 dv') , (62) 
dv - 00 

and then the solution of the difference potential becomes 

V2(v) = - 2 ~ In (bo + IV ifJO(V/)2 dv') . (63) dv - 00 

If we add to the first case of coherent imaging, viz. a particle 
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in a box, the perfect restoration ground state, we obtain, 
from substituting Eq. (56) into the above formula (62), 

K ( ) - rect(vltT)rect( pitT) _ ;h ( )"" ( ) 

2 v,p = - -""'0 v'/"o P , 
bo + 11'/2 + v 

(64) 

where, as obviously identified from Eqs. (53), (59), and (61), 

tPo(v) = rect(v/11')/(bo + (11'/2) + v) . (65) 

Consequently 

V2(v) = - 2(bo + 11'/2 + V)-2 , (66) 

where the normalization constant is 

bo = [(r + 411')1/2 -11']12. (67) 

(iv) If we delete the ground state '/II then we obtain, 
instead of Eqs. (61)-(63), 

{}2(V,P) = - '/II(V)'/II(P)/CO ' (68) 

K 2(v,v) = - ~ In (Co - IV '/I1(V/)2 dV) , (69) 
dv - 00 

V2(v) = - :; In (Co - f~ 00 '/I1(V/)2 dv') . (70) 

For the particle-in-a-box example of coherent imaging, i.e., 
to delete the Papoulis ground state 

'/II = (2/11')1/2 cos v; CI = 1 , (71) 

we obtain the following potential slightly different from the 
result of Abraham and Moses (1980),13 

V
2
(v) = 8 sin 2v + 32(cos V)4 

(2v - 11' + sin 2V)2 
(72) 

V. DIRECT AND INVERSE PROBLEMS OF INCOHERENT 
IMAGING 

The incoherent imaging point spread function so(x) is 
the intensity of the diffraction pattern Si(X) = (sin 11'X/11'X)2, 
behind the ideal shuttle aperture, e.g., 1-0 slit, 

rect(v) = 1, if Ivl.;;;!. (73) 

Then the optical transfer function is the roof-top function 
due to the Fourier transform (FT) convolution theorem, de­
picted in Fig. 1: 

-1 

DIFFRACTION·LlMITED 
OPTICAL TRANSFER FUNCTION 

o 

FIG. I. Diffraction-limited optical transfer function (OTF) of a l-D clear 
slit. The formalism should be clearly adaptable to a radially symmetric case. 
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TRADE-OFF POTENTIAL V (f I = <L N~> 
o x < I S(f xl I > 

00 

o 

FIG. 2. Trade-offpotential between the low-frequency noisy spikes and the 
high-frequency cutoff singularity. 

S;(v) = FT {s;(x)j = rect(v)*rect(v) 

A (v) = 1 - Ivl . (74) 

Thus, the trade-off potential is a symmetric hyperbolic well 
shown in Fig. 2: 

(N 2
) 1 

V;(v) = -IS-,.,-2 = --(-1-,-,-=-)2 SNR - v 
(75) 

Schematically the eigenfunctions are shown in Fig. 3 togeth­
er with filters shown in Fig. 4. 

Since it is desirable to incise the dc spectrum from the 
OTF S;(v), then the new OTF Sly), without the subscript i, 
gives the new trade-off potential 

(N
2

) 1 [1 ] 
V(v) = JST2 ~ SNR (1 _ Iv l)2 + 8 (v) . (76) 

It is straightforward to solve, for weak SNR = ! the ground 
stateE= 0, 

EIGEN SOLUTIONS 

'lin 

-1 

FIG. 3. Eigenfunctions of the positive potential wel1 shown in Fig. 2. 
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DYNAMIC IMAGE FILTERS 

Mn = 'IIn /S 

FIG. 4. Energy constrained MMIS Filters which go beyond classical Wie­
ner MMSE matched filtering so as to be dynamical1y balanced at two con­
flicting goals: (1) suppressing noise and the oversensitivity at the high-fre­
quency spectrum, and (2) maintaining the resolution by reducing the 
distortion and the desensitivity near the low-frequency spectrum for 
between-class object identification. 

(77) 

Thus, we obtain exactly E = 0 the ground state apodization 
function 

1 1 
<Po(v) = 1 _ 'vi = S;(v) , (78) 

which turns out to be the ideal inverse filter of the incoherent 
imaging. Consequently, the dynamic filter for the dc-inci­
sion incoherent imaging follows: 

MO=<PoS-I=(S;S)-I. (79) 

Since we use the principle value (P) identity to represent 

8(v)=Re -- P- - -- = , [ 1 (1 1)] a 
- i1T V V - ia 1T(v + a2

) 

(SO) 
we obtain 

1 1 + 8(v) 
IS(vW = (1 - Ivlf 

_ (1 + a/1T)v - (2a/1r)lvl + a2 + a/1T 
- (1 - Ivl)2(V + a2

) 
(SI) 

Solving the singular algebraic equation, we find 

Sly) = (1 - Ivl)[(v + ia)/(v - c)] , (S2) 

where 

c = _a_ + i .[ii(i (1 + a1T + a2)1/2 • (S3) 
1T+a 1T+a 

The OTF at zero frequency is equivalent to a phase plate 
because in the limit a = 0: 

S(O) = - i lim (a/c) = - i1T, (S4) 
a--<J 

and due to the incision of dc, the real part vanishes, 
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MATCHED FILTERING 

-1 o 
f,/fo 

FIG. 5. Comparison among various matched filters. Papoulis' was taken 
from Ref. 11 to compare a smooth object in noise-free case. Wiener least­
squares filtering was taken from Ref. 14. The energy-constrained MMIS 
filter is the quotient of the restoration output transfer function 4ft (/) and the 
optical transfer function S (f). 

Re[S (0)] = 0 . (85) 

Therefore, we conclude that a new incoherent imaging, 
with the suppression of dc is similar to the dark field electron 
microscope, and the image can be restored by means of the 
almost ideal inverse filter lSi 1-2

: 

Mo = (1 - Ivl)-2[(v - C)/(v + ia)] , (86) 

where the difference is the complex phase factor (83). 

VI. CONCLUSION 

In conclusion, we plot various filters14 in Fig. 5. The 
simple rule of thumb of any man-created sciences is the fol­
lowing: derive an appropriate Sturm-Liouville differential 
equation and then apply the Gel'fand-Levitan inverse trans­
form to both the direct and the inverse problems. In the 
image processing, the output transfer function lJI (f) is gov­
erned to the lowest-order moments by a Schr6dinger-like 
equation, rather of the image filter M (f) itself. Then it is 
straightforward to apply the Gel'fand-Levitan inverse 
transform to synthesize both designs of the imaging OTF S (f) 
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and the noisy image restoration filters M (f), as illustrated in 
Sec. V. If someone argues that one should not squeeze the 
physics into the mathematics in order to bridge the gap 
between the direct and the inverse problems, the author 
agrees in principle but disagrees in the present case, because 
both the image and the signal are man-created sciences and 
therefore man can create them with their processing in mind. 
If we properly formulate the problem with a solution in 
mind, then the present systematic approach is bound to be 
useful, and so to speak pass the basic selection rule of utility 
filter for the man-made disciplines, as opposed to the natural 
sciences. In order to be not only useful but also effiicient, the 
present approach provides a complete system design of the 
pre-imaging system and the post-imaging restoration. This 
viewpoint is reminiscent of both the signal spectrum pre­
shaping before sending through a channel and the receiving 
signal restoration and decoding. The present analyses be­
yond matched filtering open up a new prospect in image and 
signal processing. 
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Matched filters of image processing are revisited from the viewpoint of Wiener's regulations of the 
ill-posed problem and the superresolution. For both the object-independent image processing and 
the object-matched pattern recognition, the minimum mean-square image spread (MMIS) filters 
are derived from a general constrained moment expansion method, which includes Wiener's 
method based on the performance criteria: minimum mean square estimation errors (MMSE) as a 
special case. 

PACS numbers: 42.30.Va, 02.30. + g 

I. A TREND OF IMAGE PROCESSING 

Image processing of a single frame redistributes the in­
formation content for easier interpretation. In order to 
further enhance the desired information by means of its tem­
poral behavior, our previous efforts increase the number of 
degrees offreedom from a two-dimensional (2-D) space (x, y) 
to a 3-D space (x, y,!). The local instances of good seeing 
technique for multiple frames (video/movie) have been de­
veloped 1.2 to overcome the blurring due to time integration 
of images formed through a turbulent medium. 3 The tech­
nique is a piecewise shift-and-add and rejection which does 
not exploit specific object knowledge, but rather uses the 
statistical mean value of a set of multiple frames as the refer­
ence for the piecewise shift-and-add. In order to compensate 
for absorption and other effects,4 we have developed a cross­
spectral Wiener filter which is obtained by the minimum 
mean-square estimation (MMSE) technique in the energy 
wavelength space -t. This further increases in the dimension­
ality and leads to processing in 4-D space (x, y,!,A. ). The pres­
ent effort deals with single frame image processing, and the 
direct and inverse problems are systematically treated for 
the first time. 

II. INTRODUCTION TO MATCHED FILTERS 

We would like to implement a spatial filter m(r) which 
can take into account a set of constraints based on a priori 
knowledge. For example, a useful constraint is a constant 
output noise from a processor when the input noise power 
spectrum is filtered by m(r). Since a positive real function can 
be identified as an energy if it is derived from the squared 
modulus of another function, then the spatial integrated 
noise power spectrum will be referred to as a total noise ener­
gy. A technique which applies the constraint of constant 
output noise energy to the method of minimum radius of 
gyration will be presented. It will be shown to be a special 
case of a general constrained moment method when used to 
measure the image spread. Thereby, general applications to 
image restoration and pattern recognition become possible. 

The performance criterion of the technique will be iden­
tified as a minimum mean-square image spread (MMIS) as 
opposed to the conventional minimum mean square estima­
tion errors (MMSE).6-IO Since the present criterion does not 
depend on the unknown estimation errors, it is convenient 
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for image restoration. The resulting filter is a bandpass filter 
which is analytic in the spatial frequency domain. It will be 
referred to as an energy-constrained filter because the total 
energy is traded between the output noise energy and the 
energy associated with the radius of gyration. Such an ener­
gy-constrained filter that belongs to the class of constrained 
least squares filters 11.12 cannot be entirely new, 13,14 but a sys­
tematical treatment with applications to image restoration 
and pattern recognition problems IS, 16 has not been explored. 
Hence, a general method of constrained moment expansion 
will be presented to construct a regulated inverse filter for 
image restoration filter to reject a known power spectrum of 
noise and background clutter. Both old object-independent 
and new object-matched MMIS filters are derived from the 
constrained moment method. 

Since a spatial filter is usually compared to the Wiener 
matched filter used commonly for image restoration and tra­
ditional pattern recognition, a Wiener model,17-19 as used by 
Helstrom, is adopted here for the necessary comparison. A 
two-dimensional (2-D) stochastic object o(r) is imaged with a 
lens point spread function (psf) denoted by so(r) and an inde­
pendent, additive, Gaussian, white noise of zero mean de­
noted by n(rj. Under the assumption of linear, incoherent, 
and space-invariant imaging, the noisy image is given by 

i(r) = so(rj*o(r) + n(r) , (la) 

where the star stands for the convolution integral 

so(r)*o(r) = f so(r - r')o(r')dr' . (lb) 

By the assumption of statistical independence and zero mean 

(n(rjo(r') = 0 , 
(2) 

(n(r) = 0, 

where angular brackets specify an ensemble average. A 
slight generalization of the Wiener model to include a sto­
chastic psf as done by Slepian should entail no difficulty in 
the present problem. However, for simplicity of presenta­
tion, the discussion will be limited to a deterministic psf. But 
white noise n(r) is generalized to the form 

n(r) = c(r) + n(r) , (3) 

where e(r) denotes clutters that are treated as a known statis­
tical pattern noise. For this n(r), we would like to construct a 
deterministic spatial filter m(r) which when convolved with a 
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stochastic image i(r) will produce a stochastic object estima­
tor q(r) in the form 

q(r) = m(r)*i(r) . (4) 

However, such a simple deconvolution of Eq. (1) can be ill­
conditioned. As a matter offact, the exact inverse filter mi(r) 
indicated by the SUbscript i and used for deconvolution (4) is 
ill conditioned for two reasons: it does not exist everywhere 
and it produces noise amplification. Since both are impor­
tant aspects for subsequent development, we shall briefly 
review the divergent nature of ill-posed problems2o and then 
describe what may be called a Wiener's method of regula­
tion. We shall compare both aspects to the energy-con­
strained minimization of the radius of gyration in Sec. III. 
The general theory of the constrained moment method will 
be presented in Sec. IV, and then object-independent and 
object-matched dynamic filters follow in Secs. V and VI, 
respectively. In order to reject background clutters, we will 
fabricate an overall system psf by means of the Gel'fand­
Levitan transform between two trade-off potentials in the 
sequel paper21 as follows: 

sIr) = so(r)*sp(r) , (5a) 

where sp (r) is a preimaging filter for example the incision of 
de spectrum to get rid of the frame aperture background 

sp(r) = so(r)-l*s(r) = sIr) - f s(r)dr . (5b) 

New results will be recapitulated, and the future work will be 
indicated, in Sec. VII. 

III. NOISE CONSTRAINED PERFORMANCE 
CRITERIA FOR INVERSE FILTERS: WIENER'S 
REGULATION METHOD 

This section begins with the definition of an exact in­
verse filter mi(r) to indicate reasons why it is ill conditioned. 
Then from the regulation viewpoint of the ill-conditioned 
deconvolution, Wiener's performance criterion: minimum 
mean-square estimation errors, (q - 0)2, is presented. As a 
result, an alternative and practical performance criterion, 
namely a minimum mean-square image spread, follows. 
Such an output energy-constrained criterion, related to a 
human visual performance, will be modeled by a composite 
filter M (f), namely the (high-pass) inverse filter So(f) - 1 being 
apodized by a (Gaussian) regulation function '/I(f): 

M(f) =SO(f)~l'/1(f). (6) 

Here and henceforth upper case letters denote Fourier trans­
forms in the 2-D spatial frequency domain f = U", 1;,) 
= (v, f.1-) alternatively. The Fourier transform of the point 

spread function so(r) is commonly called the optical transfer 
function (OTF) So(f). Since the imaging OTF So(f) has the 
effect oflow-pass filter, then the inverse ofOTF So(f) has the 
effect of a high-pass filter such that their product is the unity, 
all-pass filter. 

An exact inverse filter mi(r) will be defined in terms of 
the Dirac delta function 0 (r). Substituting Eq. (1) into Eq. (4), 
one has 

q(r) = m(r)*so(r)*o(r) + m(r)*n(r) . (7) 

2774 J. Math. Phys., Vol. 25, No.9, September 1984 

An exact inverse filter may be defined as one with the proper­
ty of no image spread, 

m,(r)*so(r) = o(r) . (8) 

Postponing for the moment consideration of the existence of 
m i , one can formally substitute definition (8) into (7) and 
obtain 

q(r) = o(r) + mi(r)*n(r) . (9) 

Taking the ensemble average of Eq. (9), one would then ob­
tain a perfect restoration of no image spread 

(q(r) = (o(r) . (10) 

However, due to the convolution theorem, the Fourier trans­
form of definition (8) is 

Mi(f)So(f) = 1 , 

so that 

(11) 

(12) 

Consequently, the function Mi(f) does not exist everywhere 
for it becomes divergent at the zeros and also outside the 
band limits of the OTF So(f). A simple I-D example of noise­
less motion blur shows an ad hoc regulation method as fol­
lows. 

An example of the divergence is illustrated by the noisy 
motion blur. Since the blur psf So = rect(x) has the OTF 
So = sin(1Tv)/v1T associated with an infinite set of zeros 
where the sine function vanishes, the inverse filter (12) be­
comes divergent if dividing I, instead of the regulation func­
tion '/I, with zeros. But it has been fabricated by Tsujichu's 
technique of clipping peaks, namely a valid approximation 
for a band-limited restoration. Thus, the first problem of ill 
conditioning that concerns the divergence of m i has been 
piecewise regulated in an ad hoc fashion. 

Nevertheless, more serious is the noise amplification 
problem due to the high pass character of the inverse filter. 
From the Fourier transform of Eq. (9) and the result of Eq. 
(12) follow 

Q(f)=O(f)+N(f)/So(f). (13) 

Thus, the ever decreasing signal-to-noise ratio at higher and 
higher spatial frequencies, prevents the exact inverse filter 
from giving a faithful restoration. 

A simple way to insure the overall existence of mi(r) as 
well as regulate the divergence of output noisemi(r)*n(r) is to 
allow the replacement of the ideal image-spread o-function 
used for (8), m*so, with a broader regulation function t/!(r), 

m(r)*so(8) = t/!(r) , (14a) 

or, after Fourier deconvolution, the ideal image spread func­
tion is replaced by the regulation function 

M(f)So(f) = '/I(f). (14b) 

Our problem remains to implement '/I (f) in an analytic fash­
ion for an arbitrary noise N (f). To illustrate this regulation 
concept (14), Wiener's filtering of white noise n(r) is reinter­
preted as follows. Given the Wiener filter M w ' to be derived 
later, it follows readily, by factorization (14b), that Wiener's 
regulation function, '/I appended by the subscript w, 

( 15) 
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where R stands for the ratio of noise-to-signal, 

R (f) = (IN 12)/( (10 (f)12) ISo(f)12) . (16) 

The real, positive and monotonously decreasing function 1/1 w 

can also be called as Wiener's apodization function in the 
context of imaging, because the Wiener filter can be rewrit­
ten by (14) and (12) as 

Mw(f) = SO(f)-ll/lw(f) = Mi(f)l/Iw(f)· (17) 

The amount of broadening between (8) and (14) may be 
measured with their difference Bw(f) in the Fourier domain 
defined by 

Bw = 1 - I/Iw , 

which, using (15), equals 

Bw=R(l+R)-I, 

(18) 

(19) 

or after a proper normalization, equals the noise-to-signal 
ratio 

(20) 

Evidently two limiting situations of(20) can happen simulta­
neously, i.e., R (f/ )<l and R (fh »l; where I and h denote, 
respectively, the low and the high spatial frequencies. Be­
cause the optical imaging has the effect of a low-pass filter, a 
relative small noise R (f/) occurs over a dominant object 
spectrum at low-frequency region, while a large R (fh ) ap­
pears at a high-frequency region. As a result, using binomial 
expansions of (15) in these limits, 

I/Iw(fIlzI-R(f/)' R.(l, (21) 

I/Iw(fh)-l/R(fh ) , R>l, (22) 

an approximate broadening near the low frequency, 

Mi(f[) - Mw(f[) = BwS o-lz(IN 12)/(10 12»)ISol- 3 
, 

(23) 

is inversely proportional to the cubic power of OTF, while in 
the high-frequency limit (22) the Wiener filter (17) is identical 
to the (North 7 or Van Vleck and Middleton8

) matched filter 
implemented by Vander Lugt 12 for the optical character rec­
ognition 

(24) 

The effect of Wiener's restoration of the degraded optical 
imaging (1), 

Q = MJ = I/IwO + MwN, (25a) 

becomes clear, viz., 

Q=O-R(1 +R)-IO+MwN, (25b) 

ifuse is made of the inverse identity to replace I/Iw (15), 

I/Iw = (1 + R )-1 = 1 - R (1 + R )-1. (26) 

Thus, it is seen from (25) that the object spectrum 0 will 
always be subtracted off so long as R #0. Furthermore, the 
object spectrum can never be restored in the limit So(f) = 0 
that R = 00. The last fact can be restated as that a Wiener 
filter can never be able to have a superresolution beyond the 
diffraction limit where the OTF So(f) = O. But, as a sufficient 
result of no superresolution, a Wiener filter can suppress the 
output noise divergence in the mean square sense, 

(IMwNI2) =(1 +R)-2R (101 2), (27) 
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which vanishes in the same limit So(f) = 0 that R = 00. How­
ever, while these sufficient proofs (25) and (27) are valid for 
all frequencies we left with the suspicion whether a global 
optimization procedure for all frequencies is necessary, and 
the possibility that Wiener might have indiscriminately and 
overly killed the ill-conditioned deconvolution (13) for all 
frequencies. This viewpoint will be elaborated as follows. 

The Wiener filter results from the global performance 
criterion of minimum mean-square estimation error, 
q(r) - o(r), 

J «(q - of)dr = minimum, 

or in the Fourier domain, using Parseval formula, 

J (IQ- 0 12)df=minimum, 

where, by definition (5), 

Q=MI. 

(28) 

(29) 

(30) 

The standard optimization procedure takes the vari­
ation of (29) with respect to M for an extremum which yields 
the Wiener filter 

Mw = (/*0 )/(1*1) . (31) 

The result (31) can be directly obtained from definition (30) 
after averaging it with 1 *(f), 

(1*(f)Q(f) =M(f)(/*(f)/(f) , (32) 

and replacing (I *Q ) with (1 *0 ) by invoking the extremum 
principle of orthogonal projection, expressed in the inner 
product bracket notation ( , ) as 

«(/,Q-O) =0, (33) 

i.e., the estimation error Q - 0 becomes an extremum if it is 
orthogonal to the input data I. 

Obviously, there exists, other than the input datal, viz., 
a priori knowledge (about the object denoted by 0 I < 0 that is 
the subset of 0 which yields 1 I < I) such that the same princi­
ple of orthogonal projection might work better than (33) (cf. 
Fig. 1): 

A RECONSTRUCTED UNKNOWN 
MEASURED OBJECT OBJECT 

IMAGE 

I ....... ---........ .---..., 0 /'4*z' \ , I 

OPTIMUM WIENER I 

HYPERSURFACE I \, I '/ 
I \ // I [ 1-; 
\ \.... I [ I / 
'----'\ I I I / 

"­
" I -DIM. SUBSPACE 

" 

"­
'~ 

FIG, 1. Geometric construction for matched filtering. The triangle on the 
optimum Wiener hypersurface, which is orthogonal to the (lexicographical­
ly stacked) image vector I, guarantees that 110 - 1112 = 11(0 - Q) 
+(Q-I)11 2 =110-QII 2 +IIQ-III 2 +2(0_Q,Q_/) and the cross 

terms (0 - Q, Q - I) are positive and therefore must vanish because of Eq. 
(33) and Q = MI as close as possible to O. However, the difference of the 
lengths, 110 - 1112 - 110 - Q 112<IIM - 1112111112 which is self-consistently 
determined, is exceedingly sensitive to the discrete sample space of I. The 
subsets I and 0 are those on the surface with smaller regions, which may be 
required by the a priori knowledge producing desirable restorations. 
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«(1',Q - 0 ') = 0 . (34) 

Also the correlation of neighborhood frequency f with f is 
not used in (32) because, according to the Wiener-Khinchine 
theorem, no mode coupling, 8 (f - f), is possible for the sta­
tionary correlation (I *(f)J (f). Instead, the unknown object 
statistics (0 *(f)O (f) is needed, but is impractical to be as­
certained. Based on these criticisms for image applications, 
we would like to point out the possibility that, instead of 
using these unknown covariance alone, a priori knowledge, 
such as a local spatial frequency coupling through its curva­
ture effects, may produce a convenience, and perhaps in 
some cases, better restoration. In fact, an alternative perfor­
mance criterion is the minimum mean-square image spread 
If! = MSo, which is to control mathematically the broadened 
regulation function that will allow us to restore imagery 
without relying implicitly upon the unknown object. This 
will lead to a local mode coupling theory in the spatial fre­
quency domain as follows. 

IV. A CONSTRAINED MOMENT EXPANSION 
METHOD 

A real function gIrl to be employed as a general perfor­
mance measure for a constrained moment method will be 
introduced. In the previous example of a given psf so(r) the 
performance criterion of inverse filtering was the minimum 
mean-square image spread (MMIS) "'(r) = m(r)*so(r), which 
stands for the function gIrl. In the present example of prein­
verse filtering, the lens psf so(r) is either unknown or unused 
and thus the performance criterion needs to be accordingly 
modified. A straightforward modification will be replacing 
MMIS of the image filter function m(r). Such is the ideal case 
of noisy signal processing without distortion so(r) = 8(r), 
which suffers no divergence of inverse filtering because the 
inverse of OTF is simply the inverse of unity. However, ei­
ther imaging with an unknown psf so(r), or a preinverse filter 
sp(r), that can suppress an arbitrary noise n(r) including 
background clutters, we will consider a combined system psf 
sIr) and the regulation function gIrl. Thus, in viewing various 
possibilities, an arbitrary regulation function gIrl is conve­
niently treated in the linear vector space and then specialized 
to "'(r) later. A 2-D time-independent real function gIrl and 
its power series expansion are considered here, although a 
general spatiotemporal complex function can also be treat­
ed, using time-dependent expansion coefficients and spatial 
feature functions,jn (r), n = 1,2, .... Moreover, the time inde­
pendent and real functions are assumed to be square integra­
ble. Then, such a class of functions defines, via the Schwarz 
inequality, a linear vector space, namely a Hilbert or inner­
product space. Since noise is generally characterized by its 
real and positive power spectral density, the noise suppres­
sion to be traded with object distortion requires the square of 
a bipolar gIrl as a real and positive energy density 

p(r) = g(r)2;;.O . (35) 

Since g is square-integrable, then a constant total energy fol­
lows: 

f p(r)dr = f g(r)2 dr = const . (36) 
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Since only lower orders of image moments are usually mea­
sured, then only lower orders of spatial frequency deriva­
tives are known by the Parse val formula 

f 12171'12ng(r)2dr=( - r f G*(f)V/nG(f)df. (37) 

Furthermore, the estimated functiong(r) based on the partial 
series must be consistent with the constraints imposed upon 
the functiong(r) itself. Thus, the purpose of constrained mo­
ment method is to intersect the hypervolume representing 
the partial series with the hypersurfaces representing those 
constraints, so that the estimation uncertainty may be mini­
mized in the Hilbert space. This is analytically fulfilled using 
the minimum energy concept of a Hamiltonian system. The 
partial series is associated with the kinetic energy of the form 
(37) while the constraints are casted in the form of potential 
energy. Before presenting this formalism, various COn­
straints are discussed as follows. 

There are two kinds of constraints. The first kind is 
intrinsic to the image. The second kind is external and perti­
nent to the imaging distortion and restoration system. The 
first kind is concerned about the symmetry, size, positivity, 
and other interesting features of the image known a priori. 
The second kind is generally known and related to the sys­
tem that forms and processes the imagery. Both are useful 
for the 2-D information retrieval. The essence of a con­
strained moment method is to provide a convenient frame­
work that can incorporate these constraints. This may be 
evident from the context of automatic pattern recognition 
where a moment expansion is often used. The expansion con­
stitutes a pattern space which yields for the necessary reduc­
tion of information in the feature space, which in turn gives, 
via decision functions, the classification space. We expand 
the density function (35) 

(38) 

where 

en = f p(r);n(r)W(r)dr (39) 

follows from the orthonormality assumption 

8n.m = f ;n (r);m (r)W(r)dr , (40) 

with respect to the weighting (window) function W(r). From 
the completeness relationship, obtained from (38) and (39), 

(41) 

follows another representation 

Ifn (rlfn (r') = 8(r - r'), (42) 
n 

where a new member is obtained by a linear transformation 
T 

f T(r,r')JW(r');n(r')dr' =fn(r). (43) 

A simple example of the moment expansion is the so­
called raw moments based on the set 
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;n(r) = 1,r, ... ; n = 0,1, ... , (44) 

which are complete, but not yet orthogonal, and can be used 
to obtain central moments and (algebraic) invariant mo­
ments. 

The constraint upon p(r) itself is based on a priori 
knowledge about the symmetry and smooth properties, etc. 
The other constraint is a constant output noise energy from 
the image processor 

f «(k*nf)dr = const , (45) 

where k (r) is the processor filter function. Such a constrained 
moment method becomes the constrained image restoration 
when it is applied to regulate the inverse filtering introduced 
early. In that case, the processor filter function k (r) is the 
regulated inverse filter m(r). The real function gIrl is identi­
fied with the regulation function ¢tr) that replaced the Dirac 
8 (r), 

m(r)*s(r)==¢tr) = gIrl . (46) 

Consequently g(r) must be also localized and symmetric, and 
its positive energy density is likewise localized and symmet­
ric, 

p(r) = tP(r)2 . (47) 

Thus, all the odd moments vanish due to the symmetry prop­
erty. There remain the even moments 

C2n = f p(r);2n(r)dr = 0, n = 0,1,2. (48) 

The lowest even moment gives a measure of the peak sharp­
ness 

C2 = f p(r);2(r)dr = minimum, 

where 

(49) 

;2 = 4rlrl2 . (50) 

The extrinsic constraints are the constant total energy 

Co = f p(r)dr = const, (51) 

and the constant total output noise from the processor 

f (m*n)2 dr = const . (52) 

Thus, it is clear that the measured moments can be used to 
formulate the optimization problem and the expansion coef­
ficient can be used to incorporate the constraint. 

v. OBJECT-INDEPENDENT IMAGE PROCESSING 
MMISFILTER 

Since the convenient performance criterion that re­
places the estimation error Q - 0 with the image-spread 
1/1 = MSo is no longer depending on the unknown object 0, 
then we can choose, in analogy to Green's function, a test 
point object 8 (r). Since (0) = 8, then one expects by (10) 
(q) ::::;8. Therefore one defines an output transfer (Green's) 
function 

(q) = m*i = m*so*(o) = ,p*8 = ,p, (53) 
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where, due to the low-pass imaging lens So and arbitrary 
noise n, the ideal image 8 is replaced by the point-spread 
function ,p = m*so' Therefore, its spot size is conveniently 
measured by the radius of gyration 

f 121Tf1 2(m*so)2 dr = minimum, (54) 

which is demanded to be as small as possible. Such a perfor­
mance criterion of minimum mean-square image spread 
must be constrained by a constant output noise in order to 
regulate the divergence problem [(13) and (27)] 

(f (m*n)2 dr) = const (55) 

and, moreover, constrained by a constant total image inten­
sity throughput in order to be meaningful 

f (m*sof dr = const. (56) 

This set of constrained least squares equations can be imple­
mented in a slightly different and perhaps more flexible man­
ner than those constrained least squares filters implemented 
in the coordinate domain. One obtains the result as follows: 

(57) 

The Laplacian operate, V2 = Id /dfI2, in the Fourier domain 
is derived from (54) by means of the Parseval formula and 
integrations by parts, 

4r f Irl2 1,p(rW dr = - f ,p*(fJV2,p(fJdf. (58) 

The potential energy V(fJ is derived from the constant of 
output noise by definition 1/1 = MSo, 

f IMI2(1N12)df= f 1/1* (:~::) I/Idf. (59) 

The total energy E is the Lagrangian multiplier that multi­
plies the quadratic normalization (55) 

f ,p2dr= f I/I*I/Idf= 1. (60) 

Since all integrands ofEqs. (58)-(60) are real and homogen­
eously quadratic, then the Lagrangian equation associated 
with the standard Hamilton variation principle gives that 
the sum of integrands must be vanished namely the result 
(57). Formally we can rewrite (57) as a Hamiltonian system 

(61) 

where eigenvalues En and eigenfunctions I/In are self-consis­
tently determined by the condition of high-frequency boun­
dedness. If a proper choice of total output intensity En is 
given, then an eigenfunction I/In will be given a dynamic 
filter Mn = I/InSo -1. It is clear that the ground state 1/10 is 
associated with the minimum image-spread provided that 

ffo is related to the output image location. 
Solutions of the Schr6dinger equation are abundant in 

quantum mechanics and well documented using analytic ap­
proximated and numerical methods for arbitrary potentials. 
Thus an analytic formula may be available for the trade-off 
between the relative noise energy V (f) and the image-spread 
function - V2 1/1. For example, such a resulting dynamic fil-
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ter may behave like a high pass inverse filter So(/)~ I multi­
plied by a Gaussian apodization function, IJI (/) being a typi­
cal ground state of the Schrodinger equation (57), 

M(f) = (a + b IfI2)exp( - clfl 2
) . (62) 

Since it is similar to a model of the bandpass filter for visual 
perception, it is tempting to conjecture that this MMIS, min­
imum mean-square image spread, might be actually corre­
sponding to a physiological model of visual processing. Al­
though any further study22 would require the material 
beyond the present scope, we would like to support the con­
jecture with some observations in image processing23 which 
shows empirical tests using a similar functional form 24 giv­
ing better results25 than those of Wiener's. 

VI. OBJECT-MATCHED PATTERN RECOGNITION 
MMISFILTER 

In order to illustrate that a priori knowledge of the ob­
ject can also be incorporated, we apply the constrained mo­
ment method to derive an object-matched MMIS filter. In­
stead of minimizing the image spread of the output transfer 
function ¢ due to a point object, we can minimize the spread 
of the restored object q(r). Although two are identical for a 
point object, for an extended object the generalization allows 
us to derive a new object-matched dynamic filter as follows. 
The Parseval formula gives 

(4r f IrI2q2(r)dr) = (f IVQ(f)1 2 df) = minimum. (63) 

Note that the zeroth moment of g is related to Wiener's per­
formance criteria (28). 

We will assume a piecewise space invariant image for 
the general (object) space variant image. This will allow us to 
use Fourier deconvolution of linear image equation within 
the large piecewise region. Similarly, we obtain, within the 
piecewise region, respectively, 

Q=MJ=MSO+MN IJIO+N. (64) 

We minimize the spread of restored object under two 
constraints: (i) a constant output noise energy 

f (n(r)dr = f (IN(f)1 2 )dr 

-fIQ* INI2 Q)df 
- \ ISO+NI 2 

' 

(65) 

where use is made of 
A-

N MN=QNIJ; 

and (ii) a constant restored object energy, by using the La­
grange multiplier E, 

(66) 

Then we use the identical technique in obtaining the Schro­
dinger equation of one realization of the restored object en­
semble in Fourier domain denoted by the overhead bar 

- V2Q (f) + U (f)Q (f) = EQ (f) . 

Given the noise-to-signal ratio, Eq. (16), 

R (f) = < IN 12/1S 12 10 12) , 
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(67) 

(68) 

the Wiener output transfer function IJI w [Eq. (15)] enters nat­
urally into Eq. (65) and becomes the difference of the Schro­
dinger potential from the unit output noise energy 

U(/) = I INI2 ) =_R_=I_1J1 (69) 
\ ISO + N 12 1 + R - W • 

We arrive at the object matched dynamic filter 

M (r) = f ~ (f) exp(i21Tf' r)d f . 
J(f) 

(70) 

VII. DISCUSSION 

Since a blurred object tends to be diffusively vanishing 
over a larger spatial frequency domain, then the scheme of 
minimizing the radius of gyration of the object in the coordi­
nate domain will produce in the spatial frequency domain 
the desired frequency spread under a constant output noise 
energy. It reduces for a point object, 0 = 1 to the previously 
derived Schrodinger equation of the output transfer func­
tion. We note that from Eq. (64) follows 

Q (f) = IJI (f) + N "" IJI (f) ; 

from Eqs. (68) and (41) follow 

R (f) = V(f); 

(71) 

(72) 

and from Eqs. (69) and (71) follow, for a weak signal-to-noise 
ratio, 

U(f) = V(f)(1 + V(f))~I~V(f). (73) 

We expect that the general object-matched MMIS filter 
should work better than the previous one. Since we have 
included the a priori knowledge of the expected object spec­
tral density 101 2

, the optimization scheme gives 

- V 2Q + (1 - IJIw)Q = EQ, (74) 

where the Wiener apodization function 

(75) 

is the difference potential with respect to the uniform case 
Uo = 1: 

- V2Q(f) = (E - l)Q(f). (76) 

We shall discuss the implications in the sequel paper, 2 
1 

where we give the Abraham~Moses application of the Gel­
'fand-Levitan transformation used for the reconstruction of 
difference potentials. Also, the coherent and incoherent im­
age restoration will be exemplified. 
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Resonance fluorescence spectra of a strong bichromatic field interacting 
with a three-level atom in the "V" configurationa
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We have considered the fluorescence spectra arising from the interaction of a three-level atom in 
the "V" configuration with two strong electromagnetic fields whose initially populated modes OJa 

and OJb are equal to the two atomic transition frequencies, respectively. The excitation spectra are 
calculated by making use of the Green function formalism where the hierarchy of the Green 
functions is truncated by a decoupling scheme which takes into account photon-photon 
correlations from each laser field in the limit of high photon densities. The excitation spectra 
consist of the central peak of the excitation frequency OJa and four pairs of sidebands, which are 

peaked at thefrequencies OJa ± 1/eJi ,OJa ± 1/2/../2, OJa ± (1/; + 1/~ )112 1../2, and 
OJa ± 2(1/; + 1/~ )1/2/../2, where 1/1 and 1/2 are the Rabi frequencies of the two laser fields, 
respectively. Similar spectra are exhibited near the excitation frequency OJb' Numerical 
calculations for selected values of the Rabi frequencies are graphically presented and compared 
with those known in the literature. In the Appendix expressions for the excitation spectra are 
derived first when the two laser fields are treated classically, and second, when the fields are 
quantized but photon-photon correlations are neglected. It is shown that when the two laser 
fields are treated classically, the derived results are identical to those obtained when the fields are 
quantized only when photon-photon correlations arising from each laser field are discarded. The 
derived results when the fields are quantized but without photon-photon correlations taken into 
account are also identical to those obtained by the use of the dressed-atom approach. The 
appearance of the new sidebands reveals the boson character of the photon fields in question. The 
merit of the method is that it yields results describing both the classical as well as the quantum 
nature of the photon fields involved. 

PACS numbers: 42.50. + q, 42.65.Cq, 32.80.Kf 

I. INTRODUCTION 

Tunable lasers have been extremely useful tools for the 
investigation of the interactions of strong resonant electro­
magnetic fields with atoms and molecules. Considerable 
theoretical and experimental studies have been done upon 
two_ I- 3 and three-level 14-29 atoms interacting with strong la­
ser fields. Cohen-Tannoudji and Reynaud 17 have considered 
the fluorescence spectra arising from the interaction of two 
strong laser fields with a three-level atom in the "V" configu­
ration shown in Fig. 1. The two laser fields a and b, whose 
frequency modes OJa and OJb are highly populated, are in 
resonance with the two atomic transitions 11)+-+12) and 
11)+-+13), respectively. Following the dressed-atom meth­
od, 16 which has been developed by the same authors, Cohen­
Tannoudji and Reynaud l7 have found that the fluorescence 
spectra for the 11)+-+12) transition consist of five compo­
nents30 at the frequencies OJa,OJa ± (1/; + 1/~)1/2 and 
OJa ± ~(1/i + 1/~)1/2. Similarly, the fluorescence spectra for 
the 11 )+-+13) transition exhibit five components30 at the fre­
quencies OJb,OJb ± (1/i + 1/~)1/2, and OJb ± !(1/i + 1/~)1/2, 
where 1/1 and 1/2 are the Rabi frequencies for the transitions 
11)+-+12) and 11)+-+13), respectively. 

Sharma, Villaverde, and Mavroyannis,24 hereafter re­
ferred to as I, have recently calculated the resonance fluores­
cence spectra for the system shown in Fig. 1. In I, the fluores­
cence spectra have been found to consist of either one pair or 
two pairs or three pairs of sidebands, in addition to the cen­
tral peak, depending upon the relative strengths of the Rabi 

"Issued as NRCC No. 23275. 

frequencies 1/ 1 and 1/2 of the two laser fields. In I, use has 
been made of the Green function formalism, where the hier­
archy of the Green functions in question has been truncated 
by using decoupling approximations of the form 

( (a;a)3 !PaPa ;a!a/» ;::;;2na «a;ajPa ;a!a/», (1) 

( (a;ajP !PbPb ;a!a/) ) ;::;;2nb «a;ajPb ;a!a/», (2) 

«aTajP ~PaPb;a!a/» ;::;;na «aTajPb ;a!a/», (3) 

( (a;ajP !PbPa ;a!a/» ;::;;nb «a;ajPa ;ata/», (4) 

where na = (P !Pa) and nb = ({J !Pb) denote the average 
values of the photon number operators of the laser fields a 
and b, respectively, and i,j, k, and I enumerate the energy 
levels of the atom. Here P! (fJa) and P! (fJb) are the photon 
creation (annihilation) operators of the laser fields and a; 
and a i are the Fermi creation and annihilation operators 
describing the electron states of the atom. Unless otherwise 
stated, the notation here is identical to that of I. 

Physically, the decoupling approximations (1) and (2) 
describe photon-photon correlations from each laser field a 

and b, namely, P!PaPa--+2({J!Pa)Pa and 
P !P bP b --+2 (P!P b ) P b' respectively. Photon correlations 
between the two laser fields of the form ({J !Pb) and ({J !Pa) 

JIiE
12> 
13> 

we)'! W Yo 
b 13 

II> 

FIG. I. Energy-level diagram of a three-lev­
el atom in the "V" configuration. Thick 
lines represent laser fields operating 
between the levels !1)_!2) and !1)-!3), 
respectively. Wiggle lines represent radia­
tive decays. 
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have not been considered. The decoupling schemes of the 
form of Eqs. (3) and (4) imply that the photon operators 
na =fl!fla and nb =fl!flb do not interact with the opera­
tors aiajflb and aiajfla of the system, respectively. Hence, 
the systems in question are decoupled by replacing the pho­
ton number operators na and nb by their average numbers 
na and nb, respectively. It is obvious that decouplings of the 
form of Eqs. (3) and (4) do not take into account photon­
photon correlations. 

In a very recent study on the physical process of hyper­
Raman scattering,31 hereafter referred to as II, it has been 
shown that the decoupling approximations of the form (1) 
and (2) are the appropriate ones describing photon-photon 
correlations from each laser field, respectively, while the 
Green functions in Eqs. (3) and (4) have been decoupled pre­
maturely. The correct approach is to calculate the equations 
of motion of the Green functions in question, like those ap­
pearing on the left-hand side (lhs) ofEqs. (3) and (4), by means 
of the Hamiltonian of the system and then the resulting high­
er-order Green functions should be decoupled in accordance 
with Eqs. (1) and (2). In this approach, photon-photon corre­
lations have been treated on the same footing. It has been 
shown in II that the results derived by making use of the 
premature decouplings of the form of Eqs. (3) and (4) are 
equivalent to those obtained when both laser fields are treat­
ed classically. In II, the neglect of photon-photon correla­
tions between the two laser fields of the form (f3 !flb) and 
(f3 !fla) has been justified. Since in I use has been made of 
Eqs. (1)-(4), hence, photon-photon correlations from each 
laser field have been taken only partly into account. The 
purpose of the present is to repeat the calculation for the 
excitation spectra considered in I by making use only of the 
decoupling scheme given by Eqs. (1) and (2) and to compare 
the derived results with those obtained in I as well as with 
those derived by Cohen-Tannoudji and Reynaud. 17 

The equations of motion for the hierarchy of the Green 
functions of the system are derived in Sec. II by means of the 
Hamiltonian (1) of! and Eqs. (1) and (2). It is shown that the 
whole system is described by a set of fourteen coupled equa­
tions instead of those nine equations derived in I. However, 
the final expression for the Green function 
Gdw) = «aT a 2;apT» is derived in a closed form, the 
poles of which can be studied analytically while the corre­
sponding expression in I requires the use of a computer. The 
excitation spectra are considered in Sec. III, where the spec­
tral function of the system is derived and discussed. The 
results of numerical calculations are graphically presented 
and compared with those derived in I. In the Appendix, ex­
pressions for the Green function Gdw) are derived when 
both laser fields are treated classically and when the fields 
are quantized but use is made of the decoupling scheme giv­
en by Eqs. (3) and (4), namely, when photon-photon correla­
tions are discarded. 

II. EQUATIONS OF MOTION FOR THE GREEN 
FUNCTIONS 

We shall calculate here the equation of motion for the 
Green function Gdw) = «a!a2;aial» by means of the 
Hamiltonian (1) of I. To avoid repetitions, we adopt exactly 
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the same system and notation as in I, hence, the reader is 
referred to I for details. Thus equations from I will be re­
ferred to I and will not be repeated here. Only new results 
and those differing from I will be quoted here. 

The equations of motion for the Green functions G dw), 
F 2Ia (W) = «(n2 - ndfla;aia l», and G32b(w) 
= «a!a~b;aial» have been derived in I and are given by 
Eqs. (6), (8), and (9) of!, respectively. Instead ofEqs. (10)-(14) 
of I, we derive the corresponding set of equations 

(w - Wa - !rnl«aT a 2na;aial» 

= [(nl - n2)121T]na + i1/I'%:F2Ia (W) 

+ !iWp#ZG32bn.iW), 

(w - Wa - !rd«aialfla fla;aia l» 

= i1/n[n:F2Ia(W) + iWp#ZG23btaa(w), 

(w - Wa - !rl3)( (aT a~!fla;aial» 
= !Wp#ZF3Ianb(w) + !iwp..jJ;G23btaa(w), 

(W - Wa - !rl3) ( (aIalflaflb;aial» 

= !iWP..jJ;G32bnJW) + FWp#ZF3Ianb(w), 

(W-Wa -!rd«aTa2nb;aia1» 

= [(nl - n2)/21T]nb + !iwp..jJ;F21anJW) 

+ i1/2fo";G32b (W), 

(5) 

(6) 

(7) 

(8) 

(9) 

where na = fl !fla and nb = fl !flb are the photon number 
operators of the two laser fields, respectively, while 1/ I and 1/2 
are the corresponding Rabi frequencies defined by 

2 21"- 2 2/-1/1 = wp J Ina' n2 = wp 2nb' 

The rhs of Eqs. (5)-(9) differ from the corresponding 
Eqs. (10)-(14) of! in that the Green functions 

G32bnJw) = «a!a~bna;aial»' 

F3Ianb(w) = «(n3 - n\){lanb;aia l», 

and 

F2IbnJW) = «(n2 - nl){lbna;aial» 

have been decoupled in I by applying the decoupling ap­
proximations described by Eqs. (15) and (17) of!, which are 
of form of Eqs. (3) and (4). The Green function 
G23btaa(w) = «aiaJflbflafla;aia l » appearing on the rhs of 
Eqs. (6) and (7) is also missing in the corresponding Eqs. (11) 
and (12) of I. However, such an omission is consistent with 
the use of the decoupling scheme given by Eqs. (15) and (17) 
of I. In the present study, instead of decoupling the Green 
functions in question, we derive their equations of motion: 

(w - Wa - !rI2 - !rl3)G32bnJW) 

= - i1/n!n:«a!a lflaflb;aia l» 

- !iwp#ZGI2nanb(w), 

(w - Wa - rl3)F3lan (w) 
b 

- !iwp..jJ; [Gl2nanb (w) + G21aanb (w)] 

- 2i1/2fo";((aTaJfl!fla;aia l» 

Constantine Mavroyannis 
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+ «alatPafJb;aia l»), 

(w - Wa - rdF2Ian.(W) 

= - !iwp#; [G12nanb(W) + G2Iaan.(W)] 

- irh.jn;((ataj3!fJb;aial» 

+ «alatPafJb;aia l»), 

(w - Wa - !r12 - !r13)G23btaa (W) 

- i'TJlFa «at aj3!fJa;aia l» 

- !iwp·JhG2Iaanb(W)' 

(W - wa - ! rdG12nanb (W) 

= [(iii - ii2)121T] iia iib + i'TJlFaF2Ian.!W) 

+ i'TJ2.jn; G32bna (W), 

(W - Wa - !rdG2Iaan.!W) 

= i'TJlFaF21anb (w) + i'TJ2.jn; G23b taa (W), 

(11) 

(12) 

(13) 

(14) 

(15) 

where G12nanb(w) = «at a2nanb;a!al» and G2Iaanb(w) 
= «aialfJafJanb;aia l». In deriving Eqs. (10)-(15), only 

decouplings of the form of Eqs. (1) and (2) have been per­
formed. 

Thus in I, the system is described by the set of nine 
coupled equations, namely, Eqs. (6), (8)-(14), and (18) ofI, 
while here we have a set of 14 coupled equations, Eqs. (6), (8), 
and (9) ofI and Eqs. (5)-(15). However, the form of the four­
teen coupled equations is such that they can be solved much 
more easily than those in I. From the physical point of view, 
the Green functions G32bn.!W), F3Ianb(w), F2Ianb(w), and 
G21aanb(w), which have been prematurely decoupled in I, de­
scribe physical processes where the photon density operators 
na and nb interact with the operators alazf3b and 
(n3 - nl)f3a' (n2 - ndfJa' aiatPafJa' respectively. The Green 
function G 12nanb (w) describes the physical process where the 
electronic transition 10-12) takes place in the presence of 
the photon density operators nanb of both laser fields. 
Hence, the set of the 14 coupled equations describe all the 
possible physical processes which contribute to the spectrum 
arising from the 11) -12) electronic transition in the limit of 
high photon densities of both laser fields. 

We use the notation of I for X = (w - wa)ly, where 
y = 1m Y12zIm Y13 and we define 

do = X + y, d = X + i, (16) 

'TJa = 'TJlly, 'TJb = 'TJ2/y, 'TJ2 = ('TJ~ + 'TJ~)l2, (17) 

X being the reduced frequency and 'TJa and 'TJb the reduced 
Rabi frequencies of the laser fields a and b, respectively. In­
spection of Eqs. (5)-( 15) indicates that because of the inclu­
sion ofEq. (14) for the Green function G12nanb(W), the expres­
sions for the Green functions G32bn.!W),F3Ian.!w),F2Ian.(W), 
and G2Iaanb(w) can be easily derived in a closed form. Using 
Eqs. (16) and (17) we obtain from Eqs. (8) and (9) of! and Eqs. 
(5)-(15) the following expressions: 

F (w) = (nl - n2)( - i'TJaFa)nb (1 _ 3'TJ~/4) (18) 
21anb 21Ty(ddo - 4'TJ2) ddo - 'TJ2 ' 
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X[1 + 'TJ~('TJ2-2'TJ~)l8'TJ2 'TJ~(2'TJ2+'TJ~)/4'TJ2] 
ddo - 'TJ2 + ddo - 4'TJ2 ' 

Substitution of Eqs. (23) and (24) into Eq. (6) of! yields 

G ( ) = (ii I - n2) [1 + 'TJ~ 14 + 'TJV8 
12 W 21Tydo ddo - 2'TJ~ ddo - !'TJ~ 

(23) 

(24) 

'TJV8 'TJ~/4] 
+ dd

o 
- 'TJ2 + dd

o 
_ 4'TJ2 . (25) 

Equation (25) for Gu{w) is the required expression describing 
the 11 )_12) electronic transition in the limit of high photon 
densities of both laser fields. The first term describes the 
central peak at X = 0 while the remaining ones represent 
pairs of sidebands peaked at the reduced frequencies 

X = ± 'TJa{l, ± 'TJbl{l, ± 'TJ, and ± 2'TJ, respectively. In 
the absence of the laser field b, namely, in the limit when 
'TJ b -0, the third and fourth terms in Eq. (25) vanish while the 
last term becomes equal to the second one with the result 

G~ad(w) = (iii - ii2) [1 + 'TJ~!2 2]' 
21Trdo ddo - 2'TJa 

(26) 

which is identical to Eq. (29) ofI and describes the spectra of 
a two-level system. Thus the laser field b results in splitting 
the last term in Eq. (26) into two pairs of sidebands described 
by the second and last terms in Eq. (25), which appear at the 

reduced frequencies X = ± 'TJa{l and ± 2'TJ, respectively. 
The third and fourth terms in Eq. (25) describe two pairs of 
sidebands, which are induced by the laser field b, and they 
are centered at X = ± 'TJbl{l and ± 'TJ, respectively. The 
relative intensity and the position of the pair of peaks at 
X = ± 'TJ depends on the Rabi frequency 'TJa as well. Equa­
tion (25) for Gu{w) is much simpler than that ofEq. (25) ofI 
which can be studied only through computation. The 
expression (25) for Gdw) will be used in the next section to 
discuss the excitation spectra. 
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III. EXCITATION SPECTRA 

To study the excitation spectra, we derive the imaginary part of Eq. (25) as 

-2ImGdw)= 1-- --+ +--------(ii) - iiz)!( 1]~) ! 1 [i - (X -1]a.j2)(.j2/81]a) i + (X + 1]a.j2)(.j2/81]a)] 

2try 81]z XZ +! 8( 1 + 11321]~) (X -1]a.j2f + ~ (X + 1]a/.j2)z + ~ 

+ 1 [i -(X -1]b/.j2)(.j2/41]b) + i + (X + 1]b/.j2)(.j2/41]b)] 

4( 1 + 1181]~ ) (X - 1]b/.j2)Z + ~ (X + 1]b/.j2f + ~ 

1]~ [i -(X -1])(1141]) i + (X + 1])(1141])] 

+ 81]2 ( 1 + 11161]2) (X -1])Z + ~ + (X + 1])2 + ~ 

+ 1]~ [i - (X - 21])(1181]) + i + (X + 21])(1181])]} 
161]2( 1 + 11641]2) (X - 21])2 + ~ (X + 21]f + ~ . 

(27) 

The spectral function (27) describes the excitation spec­
tra for the electronic transition 11)_12) in the limit of high 
photon densities of both laser fields. The first term describes 
the central peak, which is a Lorentzian line peaked at X = 0, 
and has a spectral width of the order of y /2. The intensity of 
the central peak depends on the factor 1 - (1]U81]2), where 
1]U81]2 is due to the presence of the laser field b. The remain­
ing terms in Eq. (27) describe four pairs of Lorentzian peaks 

centered at X = ± 1]a.j2, ± 1]b/.j2, ± 1], and ± 21] and 
having spectral widths of the order of 3y/4. The spectral 
function (27) implies that in the limit of high photon densities 
and strong fields where 1]~ > 1 and 1]~ > 1, the intensities of the 

pairs of sidebands at X = ± 1]a.j2 and ± 1]b/.j2 are con­
stant and independent of the values of 1]a and 1]b while the 
intensities of those at X = ± 1] and ± 21] depend on the 
values of the ratios 1]~/1]2 and 1]~/1]2, respectively. In the 
limiting case when both Rabi frequencies are equal, i.e., 
when 1]a = 1]b = 1] then for 1]2 > 1, the maximum intensities 
of the peaks described by Eq. (27) are independent of 1] pro­
vided that 1] is large enough so that overlap between the 
peaks of the system can be avoided. 

Numerical results derived from Eq. (27) are illustrated 
in Figs. 2-4 for selective values of the reduced Rabi frequen­
cies 1]a and 1]b' The relative intensity I (w), which is defined as 

I(w) = - 2try 1m Gdw)f(ii) - ii2 ), (28) 

is plotted in Figs. 2-4 versus the relative frequency 
X = (w - Wa )fy. The expression (28) for the relative intensi­
ty I (w), apart from a constant factor, defines the absorption 
coefficient describing the physical processes of the system 
under investigation. 

As stated in I, Eq. (29) of! for - 2 1m Gdw) cannot be 
studied analytically and the excitation spectra are obtained 
only by numerical computation using a computer. There­
fore, comparison between Eqs. (27) and (29) of I has to be 
done graphically. In order to compare graphically the nu­
merical results derived from Eq. (27) with those obtained in 
I, all the peaks in Figs. 2-4 are normalized with respect to the 
relative intensity of the central peak (X = 0) taken as equal to 
1. In Figs. 2-4, solid lines refer to the results derived from 
Eq. (27) while dashed lines refer to those obtained in I. 

Figures 2(a) and 2(b) illustrate the spectra for values 
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1] = 1]a = 1]b = 5 and 20, respectively. The peaks depicted 
by dashed lines in Figs. 2(a) and 2(b) are taken from Figs. 2(b) 
and 2(c) of I, respectively. In Fig. 2(a), the value of 1] = 5 is 
not large enough to separate the peaks so that there is an 
overlap in the intensities of the peaks, while for 1] = 20 in 
Fig. 2(b), the peaks are well separated and their intensities 
remain constant and independent of 1] for values of 1] ~ 20. 
There are four pairs of sidebands, which are peaked at the 

frequencies X = ± 1]/.j2, ± 1], ± 1].j2, and ± 21] as illus­
trated by the solid lines while the dashed lines give only two 
pairs of sidebands. In Fig. 2(b), the heights of the sidebands 
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FIG. 2. The relative intensity of the fluorescent light is plotted versus 
X = (W -wa)/r for different values of TJ. (a) TJ = TJa = TJb = 5 and (b) 
TJ = TJa = TJb = 20. Solid lines are derived from Eq. (27) while dashed lines 
are obtained from Figs. 2(b) and 2(c) of the paper by Sharma et al. 21 

Constantine Mavroyannis 2783 



                                                                                                                                    

0.3..------------------, 

w 
> 

0.2 

~ 
...J 0.1 
w 
a: 

(al 

0·~20 

0.3 
(b) 

>-

'7, 'I, 
-,ft 2 

I I 

X' (w-w,)fy 

-'1 f~ '1/.[2 , ~ I 

'I, '8 
'I, • 3 

'72+'12 
'I2.~ 

20 

'1 • 15 , 
'I ·3 , 

",2+',l 
'1

2 ·V 
>::: 0.2 

-2'1 -'7 ~ '1~ 2'7 CJ) 

z \/ ' \ I w I I 
f--

I I '!: 
w I I 
> I I ;::: 
« 0.1 I I ...J 
W 

I a: -'1 I '1 

~) 
\ } 
\ " 

0C?30 
./ ~ '\ "" j~", 

-20 -10 0 10 20 30 

FIG. 3. As in Fig. 2 but 'Tlb = 3 is kept constant while 'Tla is varied. (a) 'Tla = 8 
and (b) 'Tla = 15. Solid lines are derived from Eq. (27) while dashed lines are 
obtained from Figs. 3(b) and 3(c) of the paper by Sharma et al. 24 

0.5 
(a) 

'1, '7. = 3 
'1, -J2 -'1 

~ \.1 '1 '10 

0.4 \1 :_ v.+1!: 
>-

'1--
2
-

>::: 
CJ) 
z 
w 0.3 f--
'!: 

'1,.ft w 
> 

~ ;::: 0.2 I « 
...J \ w 
a: \ 

0.1 -2'1 2'1 
j j 

,/ 

0.0 
-16 0 8 16 

X' (w-w,)fy 

0.5 -'1 
'1 '1 '70 =3 (b) 

l/w ~~~ 'I = 15 
b 1)2+'72 

>- 0.4 '12.~ 
f--
iii 
z 
W 
f-- 0.3 '!: 
w -'1,.[2 '1,./2 > ;::: I j « 0.2 ...J 
W 
a: 

0.0 -20 

FIG. 4. As in Fig. 2 but 'Tla = 3 is kept constant while 'Tlb is varied. (a) 
'Tlb = 10 and (b) 'Tlb = 15. Solid lines are derived from Eq. (27) while dashed 
lines are obtained from Figs. 4(b) and 4(c} of the paper by Sharma et al. 24 

2784 J. Math. Phys., Vol. 25, No.9, September 1984 

at the frequencies X = ± rJl/i, ± rJ, ± rJ/i, and ± 2rJ are 
found to be ~,rb,rb, and zb of that of the central peak while the 
corresponding height for the sidebands given by the dashed 
lines is f,. The linewidths32 of all sidebands are equal to 3y 14. 

In Figs. 3(a) and 3(b), we consider the case where the 
reduced Rabi frequency rJb = 3 is kept constant while rJa 
takes the values ofrJa = 8 and 15, respectively. The calculat­
ed results from Eq. (27) are depicted in Figs. 3(a) and 3(b) by 
solid lines while dashed lines indicate the peaks obtained 
from Figs. 3(b) and 3(c) of I, respectively. Figures 3(a) and 
3(b) indicate that as the value ofrJa increases for a given value 

of rJ b' the two pairs of peaks at X = ± rJ a J2 and ± 2rJ co­

alesce rapidly since rJ a 12 and 2rJ are differing only by a small 
amount. Equation (27) implies that the relative intensity of 
the pair of sidebands at X = ± rJ depends on the value of 
(rJb1rJ)2, which goes to zero as rJa increases, and hence, the 
pair of sidebands at X = ± rJ vanishes. Thus for a given 
value of rJb and for large values of rJa' rJa ~rJb' there will be 
only two pairs of sidebands peaked at X = ± rJa/i and 

± rJ b 1 J2, provided that rJ b is large enough so that the peaks 
atX = ± rJbl/i will be well separated from the central peak 

at X = O. In this case, the sidebands at X = ± rJa J2 become 
identical to those of the fluorescence spectrum of a two-level 
system. 1-13 

The fluorescence spectra for rJb )rJa are illustrated in 
Figs. 4(a) and 4(b), where rJa = 3 is kept constant while rJb 
takes the values ofrJb = 10 and 15, respectively. In Figs. 4(a) 
and 4(b), the spectra depicted by dashed lines are obtained 
from Figs. 4(b) and 4(c) of I. As rJb increases for a given value 

of rJa' the values of rJbl/i and rJ differ by a small amount, 

and therefore, the two pairs of sidebands at X = ± rJbl/i 
and ± rJ tend to coalesce. The relative intensity of the pair of 
sidebands at X = ± 2rJ depends on the value of (rJa1rJf, 
which becomes very small for large rJ b' Thus in the case, the 

intensity of the pair of sidebands at X = ± rJa/i remains 
constant while that of the pair atX = ± 2rJ diminishes as rJb 

increases. The two pairs of peaks at X = ± rJ b 112 and ± rJ 
will coalesce for large values of rJb' Hence, the case of 
rJb > rJa describes interference spectra, which are induced by 
the laser field b into the spectra of the 11)-12) transition. 
Figures 2-4 indicate that there are characteristic differences 
between the results derived from Eq. (27) (solid lines) and 
those obtained from I (dashed lines). The spectral function 
given by Eq. (29) of I is a complicated polynomial of the 
parameters involved and it can be studied accurately only 
numerically through a computer and, hence, the comparison 
between Eqs. (27) and (29) of! has to be done graphically. 

The fluorescence spectra due to the transition 11 )-13) 
are described by the imaginary part of the Green function 
GI3(w) = «aTa3;a!a l », which can be obtained from Eq. 
(27) if Wa and rJa are replaced everywhere by Wb and rJb 
(Wa-Wb,rJa-rJb)' respectively, and n2 is replaced by n3 
(n2-n3) as well. The fluorescence spectra for the transition 
11) -13) consist of nine Lorentzian lines peaked at the fre-

quencies Wb, Wb ± rJ2J2, Wb ± rJtI/i, Wb ± rJY, and 
Wb ± 2rJY, respectively. The spectral width for the central 
peak is ~y while those for the sidebands are equal to 3y14. 
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IV. SUMMARY 

We have calculated the resonant fluorescent spectra 
arising from the interaction of a three-level atom with two 
strong laser fields as shown in Fig. 1. Using the Hamiltonian 
(1) of I, the Green function formalism and the decoupling 
approximations defined by Eqs. (1) and (2), the expression 
(25) for the Green function Gdcu) is derived, which describes 
the electronic transition 11 )_12) in the limit of high photon 
densities. 

Using the expression (25), the spectral function (27) is 
derived, which describes the excitation spectra for the 
11)-12) transition under consideration. Apart from the 
central peak, the spectra consist of four pairs of Lorentzian 

lines peaked at the reduced frequencies X = ± 1Ja.,fi, 

± 1Jb l .,fi, ± 1J, and ± 21J, and having spectral widths ofthe 
order of 3y/4. Numerical results for the relative intensities 
are graphically presented in Figs. 2-4 for different values of 
the parameters involved and compared with those derived in 
I. 

The spectral function for the 11) -13) transition can be 
obtained from Eq. (27) after the replacements CUa+-+CUb' 
1Ja-1Jb' and ;;2-;;3 have been made. The sidebands due to 
the transition 10-13) are described by four pairs of Lorent-

zian lines centered at the frequencies CUb ± 1J2.,fi, 

CUb ± 1JI1.,fi, CUb ± 1JY, and CUb ± 21JY, respectively, and hav­
ing spectral widths of the order of 3y 14. 

In the Appendix, the expression (AI2) for the Green 
function Gdcu) is derived when both laser fields are treated 
classically. Also, the expression (A13) for Gdcu) is calculated 
when both laser fields are quantized but use has been made of 
the decoupling approximations given by Eqs. (3) and (4), 
where photon-photon correlations from each laser field are 
neglected. Comparison between Eqs. (AI2) and (AI3) indi­
cates that both results become identical only when the classi­
cal expressions for the Rabi frequencies ga and gb are re­
placed by their quantized field counterparts 1Ja and 1Jb' 
respectively, and vice versa. The excitation spectra described 
by the expression (A13) for Gdcu) are identical to those de­
rived by Cohen-Tannoudji and Reynaud30 by means of the 
dress-atom method. 16.17 

Expressions (25) and (A13) for Gdcu) have been calcu­
lated with and without photon-photon correlations from 
each laser field taken into account, respectively. Comparison 
between them implies that the second and third terms in Eq. 
(25), which do not appear in Eq. (A13), are due entirely to 
photon-photon correlations arising from each of the laser 
fields a and b, respectively; this is in agreement with the 
Dirac's definition of interference of photons.33 The last two 
terms in Eq. (25) and (A13) may be attributed to cooperative 
effects, where both laser fields contribute for the position of 
the two pairs of peaks in question while the relative intensi­
ties of these peaks depend upon the relative strength of the 
Rabi frequencies involved. 

The merits of the methods in question can be described 
as follows: In problems where there is evidence that the laser 
field is very strong to the extent that any fluctuations due to 
photon-photon interactions are very small compared to that 
of the classical field, the treatment of the radiation field as a 
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classical entity is a good approximation. In this case the 
dress-atom approach l6

•
17 is the proper method and, for our 

problem, the excitation spectra derived by Cohen-Tan­
noudjj3° are applicable. The present method reveals the ap­
pearance of new sidebands in addition to the ones derived 
when the laser field is treated classically. These new side­
bands are due entirely to photon-photon correlation effects 
where photons correlate while obeying Bose statistics as it is 
easily seen from Eqs. (1) and (2). Therefore, the appearance of 
the new sidebands reveals the boson character of the photons 
for the laser fields in question. Thus, the merit of the present 
method is that it describes both the classical results as well as 
the quantized field ones which represent the quantum nature 
of the photon that is lost in the classical treatment; the latter 
effects are very important in photon correlation experi­
ments.7 

As mentioned in the Introduction, the decoupling 
schemes determined by Eqs. (1) and (2) describe photon cor­
relations where photons from each laser field correlate ac­
cording to Bose statistics while those given by Eqs. (3) and (4) 
indicate the lack of any photon correlations. It is shown in 
Sec. 2 of the Appendix that when only decoupling approxi­
mations of the form of Eqs. (3) and (4) are used then are the 
final results identical to those obtained when the laser fields 
are treated classically. In order to truncate the hierarchy of 
the Green functions in I, use has been made ofEqs. (1 )-(4). In 
the present study, only decoupling approximations given by 
Eqs. (1) and (2) have been used while Green's functions in the 
form of those appearing on the Ihs of Eqs. (3) and (4) have 
been calculated to higher order by means of the Hamiltonian 
(1) instead of being decoupled. As was shown in Sec. II, the 
system is described by a set of 14 coupled equations while in I 
the corresponding set consists of nine coupled equations. 
However, the final result determined by Eq. (25) or by Eq. 
(27) is derived in a closed form and is much simpler to study 
than the corresponding Eq. (29) of I. Thus by making use of 
Eqs. (1) and (2), both laser fields have been treated on the 
same footing as far as photon correlations are concerned 
and, therefore, the present method may be considered as an 
improvement to that of I, where some Green's functions 
have been premturely decoupled. 

APPENDIX: EXPRESSIONS FOR THE GREEN 
FUNCTION 

We shall calculate here expressions for the Green func­
tion Gdcu): (i) when both laser fields are treated classically, 
and (ii) when photon-photon correlations from each laser 
field are ignored. 

1. Classical field treatment 

To treat the laser fields a and b classically, we consider 
the Hamiltonian (1) of I, where the terms cuaf3!f3a and 
cubf3 !f3b are absent while the fifth and sixth terms are re­
placed by 

(i/2)gI(aT a 2e - iw
a
' - aia/wa

') 

+ (i/2)g2(aT a 3e - iWb' - a!a1eiWb
'), (AI) 

where gland g2 are the corresponding classical counterparts 
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for the Rabi frequencies 'Tfl and 'Tfz' respectively. The two 
terms in (AI) are analogous to those given by Eq. (A6) of II. 34 

Using this Hamiltonian, we derive the following equations of 
motion: 

doGdw) = (iii - ii2)121Tr + !igaF~la(w) + !igb G32b (w), (A2) 

dF~la (w) = - iga [Gdw) + G ~Iaa (w)] 

-!igb [G~3bta(w) + G~lab(W)], 
dG~2b(W) = - !igaG~lab(W) - !gbGdw), 

dOG~laa(W) = !igaF~la(W) + !igbG~3btaa(w), 
dOG~3bta(w) = !igbF~la(W) + FgaG~3btaa(w), 
dOG~lab(W) = ygaG~2b(W) + !igbF~la(W), 
dF~la(W) = - yga [Gdw) + G~laa(Wl] 

- igb [G~3bt)W) + G~lab(W)], 
dG~3btaa(w) = - !igaG~3bta(w) - FgbG~laa(W), 

where 

(A3) 

(A4) 

(AS) 

(A6) 

(A7) 

(AS) 

(A9) 

(AlO) 

The superscript c on the GC's designates classical Green 
functions with respect to the laser fields, which can be ob­
tained from their corresponding field-quantized counter­
parts after replacing the operators {3 a 1,f3! ) and {3 b (j3 b ) by the 
exponentials e - iWat (/uat) and e - iWbt (/Wbt

), respectively. For 

instance 

G~2b(W) = «alaze-wbt;alal»' (All) 

In deriving Eqs. (A2)-(A9), we have taken as before, r 
= 1m rJ2~lmrI3 and the expressions ford and do are given 

by Eq. (16). 
Solving the set of Eqs. (A2)-(A9), we obtain 

Gdw) = (iii - ii z) [1 + ~/4 
21T'Ydo ddo - !(~ + ~) 

~/2 ] + . 
ddo-(~ +~) 

(Al2) 

2. Quantized field treatment without photon-photon 
correlations 

We consider Eqs. (6), (S), (9), (13), and (IS) of! and Eqs. 
(6), (7), and (13) and then we apply the decoupling approxi­
mations defined by Eqs. (15) and (17) ofI or, equivalently, 
Eqs. (3) and (4). The final result consists of a closed set of 
eight coupled equations, which can be solved easily and yield 
the expression 

Gdw) = n I - n2 1 + ___ 'Tf..:...b=----__ _ (- - ) [ 2/4 

21T'Ydo ddo - !('Tf~ + 'Tf~) 

'Tf~/2 ] + 2 2' 
ddo - ('Tfa + 'Tfb) 

(A13) 

Equation (Al2) is identical to (A13) if the classical expres­
sionsga andgb for the reduced Rabi frequencies are replaced 
by their quantized field counterparts 'Tfa and 'Tfb' respective-
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ly. The expression (A13) for Gn\w) describes the spectrum of 
the system when photon-photon correlations from each la­
ser field have been neglected. The first term in Eq. (A13) is 
identical to that of Eq. (25), while the last two terms in both 
equations differ only by the numerical factor of ~. As it has 
been discussed in II, the factor of ~ is due to the fact that in 
deriving Eq. (25) photon-photon correlations have been con­
sidered through the use of the decoupling approximations 
given by Eqs. (1) and (2). The second and third terms in Eq. 
(25), which are peaked at the reduced frequencies 

X = ± 'Tfa{l and ± 'Tfb/{l, do not appear in Eq. (A13) be­
cause in calculating Eq. (A13) use has been made of the de­
coupling approximation (3) and (4), where photon-photon 
correlations from each laser field are absent. Thus the second 
and third terms in Eq. (25) are due entirely to effects arising 
from photon-photon correlations from each laser field, re­
spectively. 

The expression (AI3) is in agreement with the results 
derived by Cohen-Tannoudji and Reynaud,17 where the 
dressed-atom method 16 has been used. The two pairs of side­
bands described by the last two termsofEq. (AI3) are peaked 
at the frequencies Wa ±i('Tfi +'Tf~)1/2 and 
Wa ± ('Tfi + 'Tfi)1/2, respectively, which are identical to those 
obtained by Cohen-Tannoudji and Reynaud. 3o 
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3('Ref. 17, p. 2322. 
"C. Mavroyannis, Phys. Rev. A 27,1414 (1983). 
"There is a printing error on page 1578 of Ref. 24, second line from the 

bottom, it should read "equal to 3y/4" instead of "equal to 1.5y." 
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"There are printing errors in Eqs. (A6)-(A9) in Ref. 31, it should read "ga .. 
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For a compatible description of state transition in discrete and continuous representations of a one 
material system, an extension of Ruelle's stability criteria is now given. 

PACS numbers: 46.20. + e, 03.40.Dz, 05.70.Fh, 05.20. - y 

I. INTRODUCTION H(J-l,J-l') = 12m ¢J (X - Y) dJ-l(X) dJ-l'(Y), 

Constitutive principles of continuum mechanics are 
useful in describing the behavior of "nice" deformation of 
material systems. However, to describe the response of the 
system to extreme excitations, such formalism encounters 
technical difficulty in accounting for the various modes of 
critical structural changes. On the other hand, statistical me­
chanics, by conceptualizing the system as an assembly of a 
large number of discrete subsystems which are responsible 
for the macroscopic behavior, generically circumvents simi­
lar difficulties. The thermodynamic limits resultant of the 
discrete system assemblage formalism do have an equivalent 
basis in the continuum description. Once such an equiv­
alence statement is found, structural stability criteria of the 
physical system may be conveniently extended from one 
mathematical framework to another. Recently, Abi­
Ghanem and Nguyen 1

•
2 proposed a method to equate the 

discrete and the continuous representations of modes of 
structural changes. A compatible connection between the 
discrete and continuous approaches will be valid only when 
macroscopic observations are operationally definable. In 
statistical mechanics terms, the system must exhibit thermo­
dynamic behavior which obeys specific stability criteria, e.g., 
those given by Ruelle. 3 

(3) 

In this communication, we show how to extend certain 
stability criteria to a continuous system. Our continuum ex­
tension of these criteria employ a measure capable of ac­
counting for critical structural behavior extant in a discrete 
system. Immediate consequences implicative to the classical 
constitutive theory arise naturally from these extended crite­
ria, and have been discussed elsewhere. 2 

II. GENERALIZED RUELLE'S STABILITY CRITERIA FOR 
A CONTINUOUS SYSTEM 

The possible states of our system form a set f1 of posi­
tive nonzero measures with compact support on R m. We 
assume that f1 satisfies the following conditions: 
R 1: (translation invariance), 

VXER m, VJ-lEf1, J-lxEf1, 

where J-lx (Y) = J-l( Y + X); 

R 2: (superposition principle) 

VJ-lEf1, VJ-l'Ef1, J-l + J-l'Ef1. 

(1) 

(2) 

Let the pair potential ¢J be a real-valued continuous function 
on R m such that ¢J (X) = ¢J ( - X) and ¢J (0»0, and define 

-) Present address: ARDI Corporation, Research Division, P. O. Box 27113, 
Minneapolis, MN 55427. 

U( J-l) = ~ [K (J-l) - ¢J (O)J-l(R m)], 

(4) 

(5) 

Here U (J-l) represents the total potential energy of the system 
in the state J-l, excluding the self-energy ¢J (0) J-l(R m). We also 
remark that the subsequent analysis with ¢J upper-semicon­
tinuous will not change provided representations(3) are fin­
ite. 

Remark: In definition (5), the self-energy ¢J (0) J-l(R m) is 
assumed to be well defined for a continuous material system, 
and has its equivalent counterpart in the discrete system. 
This assumption implies the following behavior of ¢J (X) as X 
approaches 0: 

¢J (0) = lim [3/41T~J-l(R m)] 
r--o 

x {{ ¢J (X - Y) dJ-l(X) dV(Y) < 00, 

)R m)IIX _ Y II<r 

where dV(Y) is the regular Lebesgue measure. The above 
constraint may be regarded as a stability condition for the 
pairwise interaction. 

Definition 1: We say that ¢J is stable with respect to f1 if 
and only if 

(6) 

We now proceed to show that the stability in this sense 
is equivalent to convergence of the grand partition function. 
Since we do not want our system to describe necessarily an 
integer number of particles, we replace the series in the usual 
definition of the grand partition function by an integral. We 
also need to introduce an a priori measure on the states of our 
system which is sufficiently regular with the size of the sys­
tem. More precisely, we have the following definition. 

Definition 2: For all compact volume Vin R m, let 

f1 v = {;lEf1: supp J-l ~ V}. 

Let N * be the set of strictly positive integers. For every sub­
set S of f1 v and every pEN *, we denote the subsets of f1 v: 

PS={J-lEf1vlJ-l=it
1
J-li' J-liES, l<i<P}, 

and 

Sp = WEf1 v IJ-l( V) = J-l'( V), J-l'EpS}. 

Here f1 v is locally compact for the induced weak topology. 4 

A positive measure liJ v on f1 v is said to be admissible if it 
satisfies the following condition: "For any bounded open 
nonempty set S of f1 v (in the weak topology) there exist two 
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strictly positive numbers K 1 (S) and K 2(S), such that for any 
peN·: 

[K1(S)]P,..@'v(PS),..@' v(Sp)' [K2(S)]P." (7) 

We now proceed to state the extension statement of Ruelle's 
criteria of stability. 

Theorem: The following properties are equivalent. 
(a) tP is stable with respect to Y, hence 

K(,u);;'O, 'tI,uEY. 
(b) There exists B;;.O such that U( ,u);;. - B,u(R m), 

'tI,uEY. 
(c) For all compact VC;;;;R m, allp, Z > 0, and all admissi­

ble measures..@' v on Y v' the following integral converges: 

Zv = 1 + r ..@'v(,ul zJtIV) exp[ -PU(,u)]), (8) 
Je? v \F( ,u(V) + 1) 

where r(.) is the usual gamma function. 
Proof (a):::::} (b) withB = ! tP (0) is a mere consequence of 

(5). To prove (b):::::} (c), let Vbe a compact volume such that 
Y v is not empty [otherwise (8) converges trivially]. Let 
,u"EY v and 

S = {,uEY v IL = !,u"(V) <,u(V) <M = ,u"(V) + I}. 

Here, Sis nonempty, bounded, and weakly open in Y v' 

Therefore, applying condition (7) gives 

Lv..@' v(,u) (r(~~)+ 1) exp[ - PU(,u)]) 

r [z exp( PB )]JtIV) 
'Je?v..@'v(,u) r(,u(V) + 1) 

,i: [sup{ 1,z exp( PB )} JPM ..@' v(Sp) 
p~1 r(pL + 1) 

+ [sup{l,zexp(pB)}]L 

,i: [sup{l,zexp(p,B)}JP
M 

[K
2
(S)]P 

p~1 r(pL + 1) 

+ [sup{l,zexp(pB)}]L< + 00. 

We now show that if(a) does not hold, then (c) does not 
hold. Indeed suppose there exists ,u··E Y and 
K ( ,u •• ) = - 2E < 0. Let V contain the support of,u··. The 
function H defined by (3) is continuous for the product of 
weak topologies in Y v X Y v.4 Since it takes the value - 2E 
at (,u •• ,,u**), there exists an open neighborhoodS· of,u·· in 
Y v such that 

(,u,,u')ES· xS ·:::::}H (,u,,u') < - E. 

If ,uEpS ., we have,u = 1: 1 <i<p ,u i> ,ui ES ., and therefore 

K(,u)= L L H(,ui,,uj)<_p2E. (9) 
I<i<p l<j<p 

If necessary we restrict S· so that for all,uES ., 

,u(V),M = ,u •• (V) + 1. (10) 

Since U(,u),!K (,u), and by using (7), (9), and (10) we obtain 

Zv;;' sup {r ..@' v(,u) ,u(V) exp[ - PK (,u)]} 
pEN" Jps r(,u(V) + 1) 

;;.sup { exp(p2pE) {[inf(I,z)]M[K
I
(S)]}p} > + 00. 

pEN" r(pM + 1) 
This concludes the proof. 
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III. SPECIAL CASES 

A. Example 1: "pointwise particles" 

Our first example shows that the theorem is a general­
ization of Ruelle's Proposition 3.2.2. (Ref. 3). 

Let Y 1 be the set of all finite sums of Dirac distributions 
with integer coefficients. The Y ~ is the disjoint union of 
closed subsets isomorphic to Vi, for ieN·. It is therefore 
natural to choose..@' v to be the Lebesgue measure II; ~ I dX j 
on each component Vi of Y~. Since any nonempty bounded 
open subset S of Y ~ contains an A C;;;; V k

, which is a product 
of non empty balls, i.e., A = II7~ IAi' Ai C;;;; V, and since it is 
contained in Ui<k, Vi for some k2' we have 

(UI VOl(A;)!'..@'v(PS) 

k, 

'L [vol(V)]ip 

i~1 

,[sup{ l,vol(V)} ]2k,p. 

Therefore ..@' v is admissible. 
The conditions (a), (b), and (c) in the main theorem then 

reduce, respectively, to 

(a') L L tP (Xi - Xj);;.O, 'tIX I, ... ,x"; 
I<i<" l<j<" 

(b') L tP(Xi-Xj);;'-Bn, 'tIXI, ... ,x"; 
l<i <j<n 

(c')Zv = 1 + L zn r dXI ... dxn 
n ~ I n! Jv n 

(11) 

(12) 

(13) 

is convergent; which are Ruelle's criteria of stability. By us­
ing linear combinations of Dirac measures with positive (not 
necessarily integer) coefficients, we arrive at the same results 
[(11)-(13)]. 

Proposition 1: 
tP satisfies inequality (11), 

¢:> L L aiajtP (Xi - Xj);;.O, 
I<i<n l<j<" 
'tIal, ... ,anER +, X 1, ••• ,xnER m. (14) 

Proof Equation (14) is an obvious consequence of (11) if 
aieN. If aiEQ +, and ai = P;!qi,Pi,qieN·, then multiplying 
(11) by II I <i<n qf leads to an equivalent inequality with inte­
gers a; = Pi IIh",;qj" The proof is achieved by noticing that 
anyaiER + is a limit of positive rationals. 

. Thus we have the following proposition. 
Proposition 2: If Y is a set of Radon measures, stability 

with respect to Y I implies stability with respect to Y. 
Proof Since any positive measure can be approximated 

by linear combinations of Dirac measures with positive coef­
ficients, the proof can be concluded by applying Proposition 
1. 

Proposition 3: If Y is a set of Radon measures, and the 
weak closure of Y contains a Dirac measureA08 (X 0), Ao > 0, 
XOER m, then stability with respect to Y and to Y I are equi­
valent. 
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Proof By conditions (11) and (12), the weak closure of 
[1 contains all linear combinations of Dirac measures with 
integer coefficients, up to the unimportant factor ..10 ' 

8. Example 2: "smeared out particles" 

We now give an example of a potential unstable in the 
sense of Ruelle but stable with respect to a certain [12 of 
Radon measures. 

Let 

[12 = { I I1t, XI, ... ,x"ER m}, 
l<i<n 

where 110 represents a particle smeared out in a small ball 
around the origin. For example, in three dimensions, 

d {
dX 141m3, if IX I <,a, 

110(X) = 
0, elsewhere. 

The potential defined by 

{

ll' if IX I <,R - E/2, 

t,6(X)= -1, ifR-E/2<IXI<R+E/2, 

0, elsewhere, 

is known to be unstable. 
It is not continuous, but we can make it continuous by 

modifying its value slightly in the vicinity of the spheres 
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X = R ± E/2. One can easily show the stability of t,6 with 
respect to [12 when a~E. Physically, the finite and incom­
pressible size of the particles (or the uncertainty in their posi­
tions) prevents them from collapsing in a perfect cubic face 
centered lattice of points with nearest neighbors distance R, 
a configuration for which the energy would not be linearly 
bounded from below. 

Finally, we remark that it is still an open problem to 
characterize the potentials which verify condition (11) or 
condition (6) for some set [1. From Proposition 2, we know 
that any sum of two functions, one being positive and the 
other being of positive type, is a stable potential for any set [1 
of Radon measures; but from example 2, we see that for a 
particular set [1, these are in general not the only ones to be 
stable. 

'G. V. Abi-Ghanem and V. V. Nguyen, Phys. Rev. B 26, 432111982). 
'G. V. Abi-Ghanem and V. V. Nguyen, J. Phys. A: Math. Gen 16, 3401 
11983). 

3D. Ruelle, Statistical Mechanics IBenjamin, Reading, MA, 1977), p. 219. 
4N. Bourbaki, Elements de Mathematique: Integration IHermann, Paris, 
1965), Vol. VI, Chaps. 1-4, p. 283. 
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Effect of the boundary condition at distance of closest approach on Wien 
dissociation of a weak electrolyte: A singular perturbation solution 
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A singular perturbation technique is developed in order to examine the effect of plausible 
variations in the boundary condition of the ion-pair distribution function! at the distance of 
closest approach of the oppositely charged ions in a weakly dissociated electrolyte. Such 
variations from the point-ion model may arise in practice where the ions are weakly solvated or in 
ion-exchange resins or solublepolyelectrolytes. The relative increaseK (X)/ K (0) in the dissociation 
constant of the weak electrolyte to which a uniform electric field X is applied is calculated to third 
order in the field-dependent parameter E, assuming that the mean distance of closest approach 
between the charge centers of oppositely charged ions, a, is nonzero. A novel feature of this 
problem is that the boundary condition on! at distance a depends on the dissociation constant 
itself. It is found that the constant of proportionality in Onsager's linear law, derived for the 
idealized case of a weakly dissociated electrolyte of point ions, remains unchanged when a =1= 0 but 
the second- and third-order terms in the expansion for K (X)/ K (0) in powers of E are each increased 
by an additional term which is proportional to exp ( - l/a). 

PACS numbers: 66.10. - x, 82.45. + z 

I. INTRODUCTION 

The main deduction from the mathematical theory of 
Wien dissociation of a weak electrolyte to which a uniform 
electric field X is applied is Onsager's remarkable formula 1 

for the relative increase in the dissociation constant, 

K(X)/K(O) = J 1[( - 8E)I/2]/( - 2E)I/2, (1.1) 

K (X)/K (0) = 1 + E + c/3 + ~/18 + "', (1.2) 

where J 1 is the ordinary Bessel function of order 1, E = 2/3q, 
and 

- ee X leliJ - e.liJ·1 q = __ I _1 > 0, /3 = " 1 1 • 

2DkT 2kT(liJ j + liJj ) 

(1.3) 

Here, q is the Bjerrum association distance, e j and ej (of op­
posite sign) and are the charges on the ions of the weak elec­
trolyte, liJ i and liJj are their mobility coefficients, D and Tare 
the dielectric constant and absolute temperature of the elec­
trolytic solution, and k is Boltzmann's constant. 

An important assumption in the derivation of (1.1) is 
that a, the distance of closest approach of the i-ions andj­
ions, can be taken as zero. Indeed Onsager's solution 1 for the 
distribution function! describing the pairs of associated, 
oppositely charged, ions of the weak electrolyte may be con­
sidered as a direct consequence of this idealization. In this 
article we will treat the more realistic case a =1=0 and will 
calculate the resulting modification to (1.2). 

There are several reasons why this problem is of inter­
est. For instance Onsager2 notes that in certain extreme 
cases, e.g., in applications to colloids or to ionization in gas­
es, a variety of boundary conditions may have to be consid­
ered. Or, if the ions of a weak electrolyte should be weakly 
solvated, the distance of closest approach will be nonzero 
and the limiting case of zero separation in ionic collisions 
will be inappropriate. Again, in the case of dissociation of 
ion-exchange resins and soluble polyelectrolytes, where a 
charged ion may accept more than one counterion, the colli-

sion of point charge ions will be a poor model of the process 
of ionic association. 

The contribution of this article is to give an analytical 
derivation, as distinct from an order of magnitude estimate, 
of the correction to (1.2) due to a =1= 0 and thereby to establish 
a means of investigating the more complicated, and as yet 
largely unformulated, problems mentioned above. We find 
that the correction is in the form of an additional term 
o [exp( - 2q/a)] in the coefficients of C and~. Our results 
agree with the order of magnitude estimate given by On­
sagerl who, however, estimated only a correction to the equi­
librium approximation to!so that exact comparison with 
our result for K (X)/ K (0) is precluded. 

Our method ofsolution3 leadingto( 1.2)forK (X)/ K (0) is 
a singular perturbation. A straightforward expansion in 
powers of E off, the Legendre transform4 of which is re­
quired in the computation of K (X)/ K (0), contains secular 
terms in r, the separation distance between oppositely 
cbarged ions, and hence the expansion is not valid for large r. 
Furthermore, the boundary conditions are imposed on! at 
r = a (or zero in the idealized case) and at r = 00, and conse­
quently many of the standard singular perturbation tech­
niques which were developed to deal with secular behavior 
in initial value problems5 are not directly applicable. 

The perturbation technique which we will employ here 
can be summarized as follows. By systematically determin­
ing the asymptotic behavior of! for both large and small r 
using a method described by Murray,6 we first show that! 
can be written as the product of two functions, one of which 
is known and contains the asymptotic behavior of!and the 
other function, h, is unknown but possesses a perturbation 
expansion which is uniformly valid in r for a<r< 00. We 
show that to calculateK (X)/ K (0) it is not necessary to obtain 
/but only the Legendre transform of h and that by expanding 
this in powers of E and solving a series of ordinary differential 
equations for each order in € a uniformly valid solution is 
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obtained. Variants of this technique have been applied suc­
cessfully to other problems in this fieldY For the limiting 
case a = 0 (see Ref. 3) the procedure could be simplified be­
cause each term in the expansion of h admitted a separable 
solution and we were able to exploit this to obtain the closed 
form solution (1.1). (A separable solution for each term in the 
expansion of h is not, however, possible in the present prob­
lem because of the form of the boundary condition at r = a.) 
When considering Wien dissociation of charged macromole­
cular sites in biomembranes we were able to extend the meth­
od employed in this article to a dual perturbation,7 the sec­
ond perturbation parameter being introduced through the 
interionic potential. 

Section II of this paper is concerned with the math­
ematical formulation of the problem. The boundary condi­
tion on the ion-pair distribution function, which is central to 
the present work, is closely examined. It is explained how the 
concentrations offree (dissociated) ions, ni and nj , must be 
functions of the applied electric field intensity X and we 
show that this in turn implies that the boundary condition at 
r = a on that part of the distribution function which de­
scribes associated ion pairs (f), depends on the dissociation 
constant itself. The partial differential equation governing! 
and an expression for K (X)I K (0) in terms of this distribution 
function are deduced. In Sec. III the problem is reformulat­
ed as a singular perturbation problem and in Sec. IV we 
derive as our key result the correction to (1.2) arising from 
a #0. Finally, we discuss our results and conclusions in Sec. 
V. 

II. GOVERNING EQUATIONS 
A. Boundary conditions on the ion-pair distribution 
function 

The theory of Brownian motion of ions in a weak elec­
trolyte to which a uniform electric field has been applied has 
been discussed by several authors. 2

,8-11 In this section we 
therefore briefly outline the underlying principles of the 
equations which we will require in the sequel. 

Consider an electrolytic solution in a uniform applied 
electric field X, and suppose that dVi and d~ are a pair of 
volume elements of this electrolyte, centered at position vec­
tors fi and fj' respectively, with respect to some arbitrary 
origin; define fji = fj - fi' Then the distribution function 
FJi (fj' f ji ) is the number of pairs of oppositely charged ions 
which can be formed from the i-ions in dVi and thej-ions in 
d~, per unit volume of (fpfj) space, It will be assumed that 
there is no velocity gradient applied to the electrolytic solu­
tion as a whole so that FJi depends only on the relative posi­
tion fji and not on fi and fj separately; thus FJi = FJi (fji ). The 
function FJi is the total ion-pair distribution function in the 
sense that it describes the state of complete dissociation as 
well as the undissociated ion pairs. We may also define the 
reciprocal function Fij = Fij(fij)' Clearly FJi(fji) = Fij(fij)' 

In order to discuss the boundary conditions on FJi it is 
first necessary to consider the mean velocity of an i-ion rela­
tive to a neighboringj-ion. Since for weak electrolytes the 
concentrations ni and nj of the free ions are very small, 

q<K- 1= [DkT /47T(n ie; + nj e]W 12 , (2.1) 

which ensures that the effects of the ionic atmospheres may 
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be neglected, K-
1 being the Debye-Hiickel "radius" of the 

ionic atmospheres. Then it can be shown 12 that, on the as­
sumption that the bulk velocity of the electrolyte is zero,the 
mean velocity of an i-ion in the neighborhood of aj-ion, vji' is 
given by 

vji = UJi [ eiX - gradi (eie/ Dr) - kT gradi(log FJi)]' (2.2) 

where the subscript i on the gradient operator denotes differ­
entiation with respect to the components of fi and r = I fji I. 
In (2.2), the first term on the right-hand side is the contribu­
tion to vji due to the applied electric field X, the second term 
is that resulting from the (unshielded) interionic Coulombic 
force, and the third term is the contribution due to the diffu­
sion velocity of the i-ions, the diffusion coefficient of the i­
ions being kTUJi (see Ref. 13). In the interionic force it is 
assumed that even though the ions may not be point charges, 
the force law is still the Coulomb inverse square law where 
distance is measured between the centers of the ions. 

Similarly, if v ij is the mean velocity of aj-ion in the 
neighborhood of an i-ion, then 

v,} = UJj [ejX - gradj(eie/Dr) - kTgradj(logFij)]' (2.3) 

Ifv is the mean velocity of an i-ion relative to a neighboringj­
ion we have v = vji - vij' and on subtracting (2.3) from (2.2), 

v = kT(UJi + UJj ) [2 /3n + gradi(2q/r) - gradi(log FJi)]' (2.4) 

since gradj = - gradi and Fij(fij ) = FJi(fji ), where/3 and q 
are defined as in (1.3) and 

(2.5) 

sgn(UJiei - UJjej ) = + 1 if UJiei - UJjej > 0 and - 1 if 
UJiei - UJjej < O. To be specific we will assume that ei > 0 and 
ej <0 so that sgn(UJiei - UJjej ) = + 1 and n is a unit vector 
parallel to X. We will employ nondimensional variables in 
the subsequent analysis. A suitable characteristic length is 
2q and the corresponding characteristic time is 7 D = (2q)2/ 
kT(UJ i + UJj ); 7D is the diffusion relaxation time and is mea­
sure of the time taken for an i-ion to diffuse, relative to a 
neighboringj-ion, a distance of2q. In non dimensional varia­
bles (2.4) is 

v = 2en + grad(IIr) - grad(log F), (2.6) 

where the SUbscripts on the ion-pair distribution function 
and on the gradient operator have been suppressed to sim­
plify the notation. The boundary conditions on the distribu­
tion function are most conveniently discussed if the inter­
ionic force and the force on the ions due to the applied 
electric field are expressed as the gradient of a potential. To 
do this we introduce spherical polar coordinates (r, e, ¢ ) 
based upon the direction of the applied electric field n; e is 
the angle which an oppositely charged ion pair makes with 
the direction ofn, and ¢ is the azimuthal angle about n. Then 
if we define the total non dimensional potential qJ by 

qJ (r,e) = - IIr - 2€r cos e, (2.7) 

(2.6) assumes the form 

v = - grad qJ - grad(log F). (2.8) 

Now ions are often far from spherical. To obtain an 
estimate of the effect of the ion's sizes on the kinetics ofthe 
weak electrolyte, we therefore suppose that a (nondimen­
sionalized with respect to 2q) is the mean distance of closest 
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approach of the charge centers of an i-ion and a j-ion, the 
value of a being determined by the volumes "traversed" by 
the electrons of the charge centers of the i-ions andj-ions. 

Next consider the boundary condition at r = a. We will 
require that the total ionic flux is zero for all 8 at r = a: 

F (a,8 )v(a,8 ) = 0, \;j 8, (2.9) 

which is one of the boundary conditions noted by Onsager2 
as being of importance. This condition in fact corresponds to 
infinite mobility of the ions in the sphere r < a and is possibly 
the simplest boundary condition which we can envisage in 
this problem. Nevertheless the mathematical techniques 
which we develop here should be applicable in the main to 
similar problems with more complicated boundary condi­
tions. Since there is obvious symmetry about n, F has no 
dependence on ¢. Using (2.8) for v and expressing (2.9) in 
component form, we obtain the following two equations val­
id at r = a: 

aF + ~tP = 0, (2.10) 
ar ar 

aF +~tP = O. (2.11) 
a8 a8 

It follows directly from (2.10) and (2.11) that at r = a, 

dF 
-+F=O, (2.12) 
dtP 

whence 

F(a,8) =Ae-<P(a,O), (2.13) 

where A is independent of tP. Although independent of tP, A 
could conceivably depend separately on a, 8, and E (and 
hence onX); we show that this is, however, not possible. For 
suppose that A depends on E. Then solving (2.7) for E we have 

E= -(1 + atP)/2a2 cos 8, (2.14) 

which implies that A can be expressed as a (different) func­
tion of a,8, and tP, contradicting the fact that A is indepen­
dent of tP. By a similar argument A can be shown to be inde­
pendent of a and 8. To determine A, we note that when 
X = 0, the total distribution function is, taking the ground 
state to be that of the randomly distributed free ions, 

F= n;(O)nj(O)e-<P, (2.15) 

where in this case tP = - 1/r. Thus 

(2.16) 

and so the total distribution function reduces at r = a to a 
Maxwell-Boltzmann distribution in the combined Coulomb 
and externally applied fields. 

Now, the total distribution function can be split into 
two parts: the partf(1) which describes the state of complete 
dissociation and the partf(2) which describes associated ion 
pairs of oppositely charged ions. Thus, 

F = f(J) + f(2) (2.17) 

and 

f(l) = n;(X)nj(X) = const, (2.18) 

where the constant in (2.18) is a function of X because the 
concentrations of free ions must increase as X is increased. 
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Equation (2.18) arises becausef(1) is the number of pairs of 
oppositely charged ions which can be formed from the free i­
ions in the volume element d V; centered at r;, and the free j­
ions in the volume element dJ) centered at rj , per unit vol­
ume of (ri ,rj ) space. Equations (2.16)-(2.18) therefore imply 
that 

f (2 )(a,8) = ni(O)nj(O)e- <Pla,O) - ni(X)nj(X). (2.19) 

Next we normalizef(2) by defining 

f = j(2)/n;(O)nj (O), (2.20) 

so that (2.19) becomes 

f(a,8) = e - <Pla,O) - n;(X)nj(X)/ni(O)nj(O). (2.21) 

It remains to obtain an expression for n;(X)nj(X)/ni(O) 
xnj(O). Now for distances which are but slightly greater 
than a, the great majority of the contribution to F is in the 
form of associated ion pairs. Thus the total concentration of 
"bound" ion pairs, Vj;' is essentially given by the volume 
integral ofF from r = a to r = !, the upper limit being some­
what arbitrary. But in a weak electrolyte the concentration 
of bound pairs of oppositely charged ions is very large and 
the concentrations of free ions are very small for all finite X, 
and consequently the change in vji due to the imposition of X 
is negligible. Thus we may take 

Vj;(X) = vji(O). (2.22) 

The law of mass action gives 

dv. 
d:' =k'n;(X)nj(X)-K(X)k'vji(X), (2.23) 

where k / is the association rate constant which may be shown 
to be independent of X (see Sec. II C). Since we assume that a 
steady state has been attained, dvj;ldt = 0, and hence from 
(2.23), 

n;(X)nj(X) = K(X)vj;(X), 

n;(O)nj(O) = K(O)vji(O). 

(2.24) 

(2.25) 

The boundary condition (2.21) may therefore be written as 

f(a,8) = e - <Pla,O) - K (X)/K(O), (2.26) 

using (2.22). 
Equation (2.26) is the required boundary condition on 

f(r,8) at r = a and shows the close relation between the dis­
tribution function and the dissociation constant. The novel 
feature of this problem is that the boundary condition (2.26) 
onf at r = a contains the desired function K (X)/ K (0). This 
complication, absent from the previous mathematical treat­
ments of Wi en dissociation 1,3,7,10 arises purely as a result of a 

being nonzero. Unlike the case a = 0, the ion-pair distribu­
tion function in the present problem cannot be calculated 
without first obtaining K (X)/ K (0) in the process. 

Furthermore, as the separation distance r between an i­
ion and aj-ion tends to infinity, the ions become completely 
dissociated. Hence the second boundary condition onfis 

limf(r,8) = o. (2.27) 

B. The partial differential equation for f 

The partial differential equation governingf follows 
from the continuity equation associated with the motion of 
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the i-ions andj-ion. Since the number of ions of each species 
is conserved, the average motion of a pair of oppositely 
charged ions in six-dimensional space with coordinates 
(r; ,rj ) must satisfy the continuity equation 

aF + divj(Fv) = O. (2.28) 
at 

For a steady state, aF lat = 0 and (2.28) reduces to 

div;(Fv) = O. (2.29) 

Now, if we partition F as in (2.17), it can be easily verified 
using (2.8) that 

Fv = /(lly\1l + /12IV(2), 

where 

Vlk 1 = - grad ct>-grad(logJlk I), k = 1,2. 

Since/Ill = n;(X)nj(X) = const, it follows that 

div(jIIlV(lI) = /(lldiv ViII = - /(IIV2ct> = 0, 

and hence from (2.29), (2.30), and (2.32) 

div(j12IvI21) = O. 

(2.30) 

(2.31) 

(2.32) 

(2.33) 

Thus steady-state continuity equations are satisfied sepa­
rately for each process. Using (2.31) and recalling that 
V2ct> = 0, (2.33) can be written as 

v2jm + grad/121 . grad ct> = O. (2.34) 

Since (2.34) is homogeneous in/(2), we can normalize/Ill as 
in (2.20). On noting that/is independent of 1jJ, (2.34) becomes 

al
/ a/ a2

/ r-::2 + (1 + 2r - 2Er cos e)- + --2 
ar ar ae 

+ (cot e + 2cr sin 8) :; = 0, (2.35) 

which is the required equation for/(r,e). 

c. Association and dissociation constants 

Finally, we consider the association rate constant k ' and 
the dissociation constant K (X) of the weak electrolyte. The 
time rate of change of concentration of associated pairs of 
oppositely charged ions is 

_1_' = _ Fv.d S, dv 1 
dt s 

(2.36) 

where S is an arbitrary surface surrounding the origin. Be­
cause of (2.30) this can be rewritten as 

dVj; = _ {/(llv(1).d S _ (jl2ly\2lod S, (2.37) 
dt Js Js 

and on comparing (2.37) with (2.23) we find that 

k'n;(X)nj(X) = - ffi1lvlllodS, (2.38) 

K(X)k'vj;= Sfl2lv(2).dS. (2.39) 

With the aid of(2.18) for/(11 and (2.31) for v(l), and choosing 
for S a sphere of arbitrary radius > a and center r = 0, it is 
easily verified 10 that 

k' = 417". (2.40) 

Using (2.25) and (2.40) we find that (2.39) may be rewritten as 

2794 J. Math. Phys., Vol. 25, No.9, September 1984 

K (X) = _1_ ( jvl2l od S, 
K(O) 417" Js (2.41) 

which becomes, using (2.31) for vi2J , 

K(X) = _ ~ {1T[af + (~_ 2E cos e)/Jr sin 8 d8. 
K(O) 2 Jo ar r 

(2.42) 

This completes the formulation of our problem which is 
to calculate K (X)lK (0) defined by (2.42), where/satisfies 
(2.35), subject to the boundary condition (2.26) at r = a and 

/ = 0 at r = 00. 

III. PERTURBATION EQUATIONS 

A. Asymptotic behavior of f 

We determine the asymptotic behavior of/(r,8) for 
large r by using an asymptotic technique described by Mur­
ray6 and since it is an improvement over our previous treat­
ments3

,7 we will outline the analysis. 
We first substitute the transformation 

/(r,e) = g(r,e )exp(Er cos e) 

into (2.35) which becomes 

a2 a r-4 + (2r + 1)~ - E2rg ar or 
= - -~ + cot e~ + E cos 8g . ( a" a ) 

ae- ae 

(3.1) 

(3.2) 

Unlike (2.35) forf, this equation admits a separable solution 
of the form g(r,e) = R (r)Z (8), where R (r) satisfies 

d 2 R ( 2 1 ) dR (2 a ) dr + -; +? dr - E + r R = 0, 

and a is the separation constant. If we let 

R (r) = (e l12rlr)S(r), 

(3.3) 

(3.4) 

then (3.3) can be rewritten in the standard form for asympto­
tic analysis,6 

dlS (1 a ") --- -+-+c- S=O. dr 4r4 r (3.5) 

When E=F 0, the point at infinity is an irregular singular point 
since the coefficient of Sin (3.5) is 0 (~) and not 0 (I1r) as 
r_oo. Hence we seek an asymptotic solution to (3.5) of the 
form 

S( ) Ar a(A Al A2 ) r = e r 0 + -r- + 7 +"', as r-+ 00 , (3.6) 

where A" (J", and An (n ;>0) are constants: it is found that for 
Ao=FO, A, = ± E and (J" = O. For a solution bounded as r-+oo 
we require A, = - E and hence 

S (r) = Aoe- "[1 + 0 (I1r)]. as r-+ 00. (3.7) 

Thus by (3.1), (3.4), and (3.7) we have 

/(r,e) = Bo(e )exp[ - cr(l - cos e)] 

X[I1r+O(I1r)]. asr-+oo, (3.8) 

where Bo(e) = AoZ (e). 
Now, if we perform the straightforward perturbation 

expansion 
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00 

J(r,O) = I EmJlm)(r,O), (3.9) 
m=O 

then we see from (3.8) that for m)O, 

Jlml(r,o) = 0 [,m - 1(1 - cos 0 )m], as r-+oo. (3.10) 

If cos 0 i= 1,flml for m) 1 is more singular thanJlm - II as 
r-+oo and (3.9) is not valid for large rdue to secular behavior 
tnr. 

The asymptotic behavior ofJ(r,O) for small r can be 
obtained in exactly the same way as for large r by making the 
change of variable r = 1/s in (3.3) and considering the 
asymptotic behavior of R (s) as S-+oo . It is found that 

J(r,O) = Co(O) exp(1/r + Er cos OJ[ 1+ o (r)], as r-+O. 
(3.11) 

Thus, even for the idealized case a = 0, J(I), for instance, 
will not be more singular than J IO) as r-+O and we could 
consider the straightforward expansion (3.9) of J in this re­
gion. However, for the case a = 0 (see Ref. 3), in order to 
simplify the boundary condition at r = 0, we removed the 
factor e IIr from the new independent variable h (r,O ) and we 
will do the same here; this allows the two perturbation solu­
tions to be compared more easily. We therefore split J(r,O) 
into two factors: 

J(r,O) = h (r,O )exp[ 1/r - Er(l - cos 0 )]. (3.12) 

From(3.8), we see thath (r,O ) will not exhibit secular behavior 
for large r and we therefore look for a solution in the form of 
a perturbation expansion of h instead off 

B. Infinite system of coupled ordinary differential 
equations 

Since (2. 35)forJand (3.12) for h are the same as for point 
ions, we merely outline here the important steps in the analy-
sis. 

Because of the form of the potential t/> defined by (2.7), 
we make the change of variable u = 1/ r, x = cos O. Equation 
(2.35) rewritten in terms of h (u,x) is expanded according to 

00 

h (u,x) = I Emh Im)(u,x). (3.13) 
m=O 

Now, it is shown in the following section that to calculate 
K (X)I K (0) to a given order in E, it is sufficient to determine 
for certain nonnegative integers m and n, the Legendre 
transforms H~m) (u) of him) (u,x) defined by3 

H~m)(u) = J~ /n (x)h (m)(u,x)dx, (3.14) 

where Pn (x) denotes the Legendre polynomial of degree n, 
and that the functions h Im)(u,x) themselves are not required. 
Expansion (3.13) is therefore substituted in the partial differ­
ential equation for h (u,x) and the Legendre transform is tak­
en of the resulting partial differential equation for h Im)(u,x) 
obtained by equating the coefficients of~. With the aid of 
elementary indentities for Legendre polynomials,I4 we ob­
tain for integers m)O, n)O 

d2H~m) + dH~m) _ n(n + I)H lm) 
du2 du u2 n 

= (2 - u)Hlm-I)_ (n + 1) Him-I) 
u3 n (2n + 1 )u2 n + I 

2 dHlm-l) 
n Him-I) _ _ n (3.15) 

(2n + 1 )u2 n - 1 u2 du 
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Equation (3.15) is valid for m = 0 by defining H~-I)(U) = 0, 
Vn)O, and for n = 0 either by definingHI:'111(u) = Oorby 
noting that this transform is multiplied by n in (3.15). 

Thus the infinite system of coupled ordinary differen­
tial equations (3.15) for integers m)O, n)O replaces the par­
tial differential equation (2.35) in this problem. 

C. Dissociation constant 

When expressed in terms of x and u, (2.42) is 

K(X)=~fl (aJ _J+ 2EXf)dx. (3.16) 
K (0) 2 - 1 au u2 

Equation (3.16) has the same form as when a = 0 (see Ref. 3) 
but, unlike the latter case, h Iml(u,x) is not separable in u andx 
when ai=O [this can be traced to the fact that the boundary 
condition (3.23) is not separable in a and x] and hence the 
results derived below in terms of H ~ml( u) for the expansion of 
K (X)/ K (0) in powers of E are different from those obtained 
for the case a = O. 

We have noted that the expansion (3.9) forJis not uni­
formly valid for O';;;;u';;;; 1/ a. But K (X)/ K (0) is independent of 
u (see Ref. 3). Hence by choosing a value of u, say of order of 
magnitude unity, for which the expansion (3.9) ofJis valid, 
K (X )I K (0) may be expanded in the form 

K(X) = I EmKlm). (3.17) 
K(O) m=O 

On expanding (3.12) in powers of E, substituting into (3.16), 
and equating the coefficients of Em we obtain for m) I, 

eUfl (m (x - 1 t - S ah Is) Klm)=_ I -
2 -I s=o(m - s)!um 

-s au 

+ I I
(X+I)(X-I)m-s-I hIS))dX. (3.18) 

s=o (m -s - 1)!um- s- 1 

Equation (3.18) is also valid for m = 0 if we omit the second 
summation. 

We list below explicit expressions for K 1m) to third 
order. By expressing all polynomials in x as the sum ofLe­
gendre polynomials, a direct calculation yields 

K O = ~udH'g), 
2 du 

(3.19) 

K(1) = --eU __ 0_ + ___ 1 _____ 0_ 1 
(

dHII) 1 dHIO) 1 dHlol 

2 du u du u du 

+ ~HIO) + ~HIO)) 
u2 I u2 ° , (3.20) 

K(2) = l...eu(dHg) + ~ dHl
I
) _ ~ dHi}l 

2 du u du u du 

1 dH&O) 1 dHlO) 
+-------

3u2 du u2 du 

(3.21) 
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K (3 ) = J....eu(dH~) + ~ dH\2) _ ~ dH~) 
2 du u du u du 

1 dHh1) 1 dH\I) 
+-------

3u2 du u2 du 

2 dHg) 1 dHjO) 1 dHhO) 
+---+-------

3u2 du 15u3 du 3u3 du 

3 dH\O) 1 dH~) 
+-------

5u 3 du 3u3 du 

+ ~H(2) + ~H(2) + ~HIl) 
U2 1 U2 ° 3u3 2 

__ 1_HIO) __ 1_HIO) + _1_Hlo)). (3.22) 
3u4 2 5u4 1 3u4 ° 

As noted previously, Kim) depends on the Legendre trans­
forms of the expansion of h, and not on the terms in the 
expansion of h explicitly. 

D. Boundary conditions on H"m)(u) 

Using (3.12) the boundary condition (2.26) yields the 
following boundary condition on h (u,x) at u = 1/a: 

h (~,x) = exp[€a(1 + x)] - K(X)L1exp[€a(1 - x)], 
a K(O) 

(3.23) 
where L1 = exp( - 1/a). If we expand (3.23) in powers of e 
and equate the coefficients of em we find that 

h Im)(~,x) = a
m

(1 ~ xt -.:1 I Klp)am- p 
a m. p=o 

X (1 -xt -
p

, m;;>O. (3.24) 
(m-p)! 

We first note the following general results. The right­
hand side of (3.24) is a polynomial in x of degree m and 
therefore it can be expressed as a sum of Legendre polynomi­
als of degree <m. Hence it follows directly from the ortho­
gonality relation for Legendre polynomials that 

H~m)(1/a) = 0, 'iln;;>m + 1. (3.25) 

We see also that H~m) (1/a) for n<m depend only on those 
Kip) with O<p<m - n and in particular only H~m) (1/a) de­
pends on Ki m

). 

Equations (3.19)-(3.22) show which Legendre trans­
forms need to be evaluated in order to calculateK (X)I K (0) to 
third order in e. The boundary conditions on the required 
Legendre transforms, and which are not covered by (3.25), 
are 
H~)(lla) = 2 - 2.:1KIO), (3.26) 

Hg)(1/a) = 2a - 2.:1 (aKIO) + KI!)), (3.27) 

H\I)(1/a) = ja + j.:1aKIO), (3.28) 

H~)(lla) = ~a2 - 2.:1 (ja2KIO) + aKI!) + K (2 )), (3.29) 

H~2)(1/a) = ja2 + j.:1 (a2KIO) + aK (1
)), (3.30) 

H~)(1/a) = ja3 - ~ (a3K IO) + 2a2KI!) + 3aK (2 ) + 3K(3)). 
(3.31) 
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The remaining boundary condition on H~m)(u) is at u = o. 
From (3.8) and (3.12) it follows that 

h (r,8) = o (1/r), as r-+oo, 

and hence h ( u,x) = 0 at u = 0; thus 

H~m)(o) = 0, 'iln;;>O, m;;>O. 

(3.32) 

(3.33) 

Equations (3.19)-(3.22) for K 1m) and the system of cou­
pled ordinary differential equations for H~m)(u) given by 
(3.15) with m;;>O, n;;>O form the basis of the perturbation 
analysis, the problem being to calculate K 1m) to third order in 
E by first solving (3.15) for the required Legendre transforms 
subject to the boundary conditions (3.25)-(3.31) at u = 1/a 
and (3.33) at u = o. 

IV. PERTURBATION SOLUTION TO THIRD ORDER IN E 

A. A general result 

We will prove that H~m)(u)_O for any given n;;>m + 1 
provided 

~ (-IY'(r+p)!aP +.:1 ~ (r+p)!aP --"-0 (4.1) 
£.. ( )" - £.. ( )1 I / , 

P = ° r - p !po P = ° r - p !po 

for all integers r such that n - m<r<n + m, where the + 
and - signs refer to the cases of r odd and r even, respecti ve­
ly. 

Suppose first that m = 0 and consider any given n;;> 1. 
Since by definitionH~-I)(u) 0, 'iln;;>O, (3.15) with m = 0 is 

d 2H 10) dH10) 
__ n + __ n __ n(n + I)HIO)=O. 

du2 du u2 n 

But the general solution of (4.2) is 

H~)(u) =An i (- lY'(n +p)! 
p=o (n - p)!P!uP 

n (n +p)!e- U 

+Bn L ' 
P = ° (n - p)!P!uP 

(4.2) 

(4.3) 

where An and Bn are constants. But to satisfy the boundary 
condition (3.33) at u = 0 we require An = Bn if n is odd and 
An = - Bn ifn is even. Hence the boundary condition (3.25) 
at u = 1/a, which applies only for n;;> 1 [although (4.2) is 
actually valid for n;;>O], will be satisfied provided 

A (i (- lY'(n + p)!a
P 

+.:1 i (n + p)!ap) = 0 (4.4) 
n p=o (n - p)!P! - p=o(n - p)!p! ' 

where the + and - signs refer to odd and even n, respec­
tively. Hence if (4.1) is satisfied for r = n, then An = B n = 0 
and H ~)( u )=0 for any given n;;> 1. 

Consider now any m > 0 and any given n;;>m + 1. From 
(3.15), the right-hand side of the differential equation for 
H~m) depends on H~m_-ll), H~m - I), and H~m+-ll). In order to 
determine these three Legendre transforms we in turn con­
sider the differential equations which they satisfy and note 
that the right-hand sides of these three differential equations 
together depend on H~",---/), H~m_-/), H';-2), H~m_-12), and 
H~",---/). Continuing in this way we are lead to consider the 
2m - 1 differential equations for 
H~l), n - m + l<r<n + m - 1, the right-hand sides of 
which together depend on H ~O), n - m<r<n + m. But since 
n;;>m + 1 the Legendre transforms H~O), n - m<r<n + m, 
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are all zero provided (4.1) is satisfied for n - m <r<n + m. 
Thus the 2m - 1 differential equations for 
H ~1), n - m + 1 <r<n + m - 1, all have the same form as 
(4.2) for H~) provided (4.1) is satisfied for n - m<r<n + m, 
and exactly the same argument as used for H~) shows that 
H~I)(u)=O for n - m + l<r<n + m - 1. [The boundary 
condition (3.25) always applies because n>m + 1 and the 
conditions that (4.1) be satisfied for 
n - m + 1 <r<n + m - 1 are a subset of those already im­
posed.] Repeating this argument we can show that if s<m 
then H~)(u)=O for n - m + s<r<n + m - s provided (4.1) 
is satisfied for n - m<r<n + m and in particular for 
H~m)(u)-O. 

We see from (3.19)-(3.22) that we will require this gen­
eral result only when considering the Legendre transforms 
H \0)( u), H iO)( u), H ~O)( u), and H ~I)( u). These functions will be 
identically zero if (4.1) is satisfied for r = 1,2,3, i.e., if 

1-2a+Ll(1 +2a)#O, 

1 - 6a + 12a2 
- Ll (1 + 6a + 12a2)#O, 

1 - 12a + 60a 2 
- 120a3 

+ Ll (1 + 12a + 60a2 + 120a3 )#O. 

(4.5) 

(4.6) 

(4.7) 

In this article we will assume that a is such that conditions 
(4.5)-(4.7) are satisfied so that 

H\O)(u) = H~OI(U) = H~O)(u) = Hhl)(u) = O. (4.8) 

B. Zero order in E 

It follows from (3.19) that to evaluate K (01 we need to 
determine only H~I(U). Now, (3.15) with m = n = 0 is 

d2H~1 dH~1 
--+--=0 

du2 du ' 

the general solution of which is 

H~I(U) =A ~Ie~u +B~I, 

(4.9) 

(4.10) 

where A ~I and B ~I are constants. Imposing the boundary 
conditions (3.26) at u = Va and (3.33) at u = 0, gives 

A~I= -B~I= -2+2Ll(K(01-l)1(1-Ll), (4.11) 

and on substituting (4.10) into (3.19) we obtain 

K(O) = _!A~I. (4.12) 

Equations (4.11) and (4.12) give an algebraic equation for 
K (0); we find that K (0) = 1, as required. 

Finally (4.10) and (4.11) with K (0) = 1 imply that 

HbO)(U) = HbO)(U) = 2(1 - e ~ U), (4.13) 

where H~I(U) is the solution for a = O. 

c. First order in E 

We see from (3.20) and (4.8) that to evaluateK (I), Hgl(u) 
remains to be determined. Now (3.15) with m = 1, n = 0 is 

d 2HIII dH(11 (2 _ u) 2 dHIOI 
__ o_+ __ o_= ___ H~J ____ o_ (4.14) 

du2 du u3 u2 du ' 

which, using the zero-order solution (4.13), can be rewritten 
as 
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d
2
HgI + dHb

l1 
= 2(2 - u) _ 2(2 + u)e~u. (4.15) 

du 2 du u3 u3 

We solve (4.15) by initially treating it as a first-order differen­
tial equation in dHg)/du; its integrating factor is eU

• On not­
ing that 

I(2 - u) - eU 

, eU du = --2 - + const, 
U' u 

-'---,-:-~e ~ u du = ---+ const, I( l+U) _e~u 

u2 u 

we find that the general solution of (4.15) is 

Hgl(u) = (2/u){1 - e ~ U) + A gJe ~ U + B gl, 

(4.16) 

(4.17) 

(4.18) 

where A gl and B bll are constants. Applying the boundary 
conditions (3.27) at u = Va and (3.33) at u = 0, we find that 

A lOll = -2- M(l-KllI) BIlI- M(l-KllI) 
l-Ll ' 0- l-Ll . 

(4.19) 

Using (4.13) and (4.18), (3.20) becomes 

K(I)= -!Ag l, (4.20) 

where A b!)is the constant of integration in (4.18). We note the 
similarity in form between (4.20) and (4.12); it appears to be a 
general result, which we will see is satisfied for second and 
third orders, that K ImJ = -!A bml, where A bmJ is the constant 
of integration multiplying e ~ U in Hbml(U). Solving (4.19) and 
(4.20) for K II) gives K (1) = 1. Thus correct to 0 (E) 

K(X)/K(O) = 1 + E, (4.21) 

and we therefore obtain the interesting result that there is no 
correction to Onsager's linear law! due to a#O. 

Finally using (4.18) and (4.19) with K (!) = 1, we have 

HgJ(u) = HgI(u) = (2/u)[ 1 - (I + u)e ~ u], (4.22) 

where Hb!l(u) is the solution for a = O. 

D. Second order in E 

Since there is no correction to K (X )I K (0) due to a # 0 in 
the zero- and first-order terms, it is necessary to go to higher­
order terms in E. As well as evaluating the second-order con­
tribution K (2) here, for which we do find a correction, we will 
also consider the third-order term K (3) in the next subsection. 
We find a correction to K (3) due to a # 0 which shows that it is 
not only the even-order terms which are modified. In evalu­
ating K (0) and K (1) the general procedure of solution has been 
established above. In obtaining the second- and third-order 
terms we will therefore merely list relevant intermediate re­
sults, emphasizing only new features in the calculation. 

It follows from (3.21) and (4.8) that to calculateK(21 it 
remains to determine only H\II(U) and H&21(U). The form of 
the differential equation for H\!I(u) is slightly different from 
previous equations. From (3.15) with m = n = 1 we have 

d 2HIII dH III 2 1 
I + I HIII- --H~I, (4.23) 
~ ---;;;;- - u2 ! - 3u2 

whereH~I(u) is given by (4.13). This can be rewritten as a 
first-order differential equation in the first derivative by not­
ing that (1 - 2/u) is a particular solution of(4.23) with the 
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right-hand side set equal to zero and by introducing the new 
dependent variable G \Il(u) defined by 

H\II(u) = (1 - 2/u)G\II(u); (4.24) 

Eq. (4.23) becomes 

d 2G\11 (u2 _ 2u + 4) dGI/) 

~+ u(u-2) du 

2(1 - e - ") 

3u(u - 2) 
(4.25) 

This equation can be solved as previously by treating it as a 
first-order differential equation in dG \1)/du; its integrating 
factor is [(u - 2)2/u2]eu. On making use of(4.16) and noting 
that 

f (1 - u) e- U 

-'---'2-ee - U du = --+ const, 
(u - 2) u - 2 

(4.26) 

f U2 - (u + 2) ----ee - U du = e - U + const 
(u - 2)2 U - 2 ' 

(4.27) 

we find that the solution to (4.23) satisfying the boundary 
conditions (3.28) and (3.33) is 

H(/l(u) =H\II(u) + y(u + 2)e-" + y(u - 2), (4.28) 
u u 

where 

y = 2(1 + 2a).d /3[1 - 2a + (1 + 2a)Ll ] (4.29) 

and 

(4.30) 

H\II(U) being the solution for a = O. 
The differential equation for H ~l is obtained by putting 

m = 2, n = 0 in (3.15): 

d2H~1 dHb2) _ (2 - u) (I) 1 II) 2 dH~1 
--+-----Ho --HI ----. 

du2 du u3 u2 u2 du 
(4.31) 

The terms on the right-hand side of(4.31) are known and it 
can be solved in the same way as (4.15). The integrations 
required are (4.16), (4.17), and 

f-,-(3_--:--U~)eu du = ___ e_
u + const, 

u4 u3 
(4.32) 

f (U2 + 2u + 2) - U d - (1 + u) - U + t e u = 2 e cons. 
u3 u 

(4.33) 

We find that the solution to (4.31) which satisfies the bound­
ary conditions (3.29) and (3.33) is 

H~I(U) = (4/3u 2
)[ 1 - (1 + u)e - U] 

where 

A 121-o -

B (21-
o -

+ (y/u)(1 - e- U
) +A ~Ie-u +B~I, (4.34) 

2 

3 

2(1 - a)Ll 

3(1 - Ll ) 

(1 - a + aLl )y 2Ll KI21 

- 1-Ll + 1-Ll ' 

2(1 - a)Ll + (Ll + aLl - a)y _ ~K(2). 
3( 1 - Ll ) 1 - Ll 1 - Ll 

(4.35) 

(4.36) 

On substituting (4.34), (4.28), (4.22), (4.13), and (4.8) into 
(3.21) we find that 
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K(21 = - 0 ~), (4.37) 

and solving the algebraic equations (4.35) and (4.37) for K (2) 

we obtain 

K
(2

) = j + Ll /3[ 1 - 2a + (1 + 2a).d ]. (4.38) 

A correction to Onsager's result (1.2) due to a#O therefore 
enters for the first time at the second order in E. Equation 
(4.38) is well defined because of condition (4.5). 

Using (4.38) for K (2), A ~) and B ~I given by (4.35) and 
(4.36) can be simplified and (4.34) becomes 

H~l(u) = H~l(u) + y(~ - ~) 
u 1 + 2a 

( 1 1) u 
- Y -; + 1 + 2a e- , (4.39) 

where 

Hgl(u) = (4/3u2)[I- (1 + u + u2/2)e- U
] (4.40) 

is the solution for a = O. 

E. Third order in E 

Finally, we outline the derivation of K(3). We see from 
(3.22) and (4.8) that to evaluate K(3) only H\2)(U) and Hg)(u) 
remain to be determined. 

Consider first H\2)(U). Equation (3.15) with m = 2, 
n = 1 is 
d 1H(2) dH(2) 2 
__ I + __ I ___ H(l) 

du 2 du u2 
I 

dH(1) 
= (2 - u)HI/) _ _ l_H~) _.3.. __ 1_. (4.41) 

u3 3u2 u2 du 

The terms on the right-hand side of (4.41) are known, and 
this equation can be solved in exactly the same way as (4.23) 
for H \I)(U). We find that its solution satisfying the boundary 
conditions (3.30) and (3.33) is 

H (2)(U) = H(2)(U) + y(u
2 

- 4) + y(u
2 + 4u + 4) e - U 

I I 2u2 2u2 ' 
(4.42) 

where 

H\2)(U) = (2/3u 2 )[1 - (1 + u + u2/2)e- u], (4.43) 

H~I being the solution for a = O. 
The differential equation for H~)(u) is obtained by set­

ting m = 3, n = 0 in (3.15): 

d 1H(3) dH(3) (2) 1 2 dH(2) 
__ 0_ + __ 0_ = -=-!!....H g) _ -H \2) ____ 0_ ,(4.44) 

du 2 du u3 u1 u2 du 

where again the terms on the right-hand side are known 
functions. Equation (4.44), subject to the boundary condi­
tions (3.31) and (3.33), is solved in the same way as (4.15). We 
find that 

H~)(u) 

= ~ _ (u1 + 2u + 2) e _ U + y(u + 2) _ 2ay 
3u3 3u3 2u 2 (1 + 2a)u 

y(3u + 2) _ U + 2ay - U + A (3) - U + B 131 - e e oe 0' 

2u2 (1 + 2a)u 
(4.45) 

where 
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Li 2(1 - a)Li 

9 9(1 - Li ) 3(1 - Li )[ 1 - 2a + (1 + 2a)Li ] 

+ [M 1(1 -Li )]K(3). (4.46) 

It is not necessary to determine the other constant B g) in 
order to calculate K (3) because it is the derivative of H g)(u) 
and not Hg)(u) itself which occurs in (3.22). 

Now if we substitute (4.45), (4.42), (4.39), (4.28), (4.22), 
(4.13), and (4.8) into (3.22) we find that 

K(3) = - ~ g), (4.47) 

and on solving (4.46) and (4.47) for K(3) we obtain 

K(3) = is + (1 - a)Li 13[ 1 - 2a + (1 + 2a)Li]. (4.48) 

The solution for H g)(u) may be completed if desired by deter­
mining the constant B g) and simplifying A g) and B g) using 
(4.48). 

F. Higher-order terms 

Using the perturbation technique described above, 
K (X)I K (0) can be calculated in principle to any desired order 
in E although the calculation of higher-order terms soon be­
comes complicated. We were able to solve the differential 
equations (4.23) and (4.41) by using a particular solution of 
the associated homogeneous equation. This can always be 
done with (3.15) for general n. For 

Yn(u) = i (-W(n +p)! 
P ~ 0 (n - p)!P!uP 

(4.49) 

is a particular solution of (3.15) with the right-hand side set 
equal to zero, and by introducing the new unknown function 
G~m)(u) defined by 

H~m)(u) = Yn(u)G~m)(u), (4.50) 

(3.15) can be reduced to a first-order differential equation in 
dG~m)ldu; its integrating factor is y2(u)eu• We see from (4.3) 
that another particular solution of the homogeneous equa­
tion associated with (3.15) is 

Zn(u) = i (n+p)!e-
U 

(4.51) 
P ~ 0 (n - p)!P!uP 

A generally true result which greatly simplifies our 
analysis is the fact, noted in Sec. III D, that only Hbm

) (lIa) 
depends on K (m) in the mth-order calculation. A study of the 
Legendre transforms which occur on the right-hand sides of, 
for example, in the case m = 3, (4.41) and (4.44), shows that 
we should expect that in the mth-order calculation, Hbm)(U) 
must always be evaluated last. Hence in the calculation of 
K (m) it is only the constants of integration in Hbm)(U) which 
depend on K 1m ). The other Legendre transforms required in 
the calculation of Kim) depend on KIP), O<p<,m - 1, which 
are already known. 

To third order in E, i.e., for m = 0,1,2, and 3 we found 
that 

K im) __ 14 (m) 
- 2:.&0' (4.52) 

where A bm ) is the constant of integration multiplying e - U in 
Hbm)(U). It seems likely that this result will be true in general 
and if so, it provides a useful check on our analysis. 
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v. DISCUSSION AND CONCLUSIONS 

We have found that when a#O, 

K (X) = 1 + E + (~ + Li )c 
K(O) 33[1-2a+(1+2a)Li] 

+ (_1_ + (1 - a)Li )~ + 0 (E4), 
18 3[1-2a+(1+2a)Li] 

(5.1) 

the power of the method and form of solution lying in the 
rapid convergence of the infinite series for K (X)/ K (0) with 
a = 0. 3 The constant of proportionality in Onsager's linear 
law remains unchanged when a # 0 which implies that in the 
low field limitK (X)/K (0) is insensitive to the value ofa. The 
correction to higher orders in (5.1) is in the form of an addi­
tional term proportional to Li = exp ( - lIa). For simple 
ions, a is typically 0.01 to 0.05 and so the correction in (5.1) is 
negligible, which explains why (1.1) is in such good agree­
ment with experiment in such cases. For the more compli­
cated situations described in Sec. I, a is much larger and the 
correction will clearly be appreciable; in these cases (5.1) also 
shows that the effect of the inner boundary condition is real­
ly a high field effect. The latter limit has yet to be treated 
mathematically in the case a # O. 

The perturbation technique which we established3 to 
give an alternative derivation of Onsager's result (1.1) has 
had to be modified in this paper because the functions 
h Im)(u,x) are no longer separable in u and x when a #0. This 
can be traced essentially to the fact that the boundary condi­
tion (3.23) is not separable in a and x. (The problem treated 
above is perhaps the simplest problem for which the full 
power of the present treatment is necessary.) A consequence 
of this is that the Legendre transforms H ~m)( u) for the same 
value of m but different values of n are no longer constant 
multiples of each other as they are in the problem when 
a = 0: e.g., Hb2)(U) andH~2)(u) given by (4.39) and (4.42), re­
spectively, are not constant multiples of each other but be­
come so in the limit a-o. This is also the case with Hg)(u) 
and H ~1)(U) given by (4.22) and (4.28), respectively. We3 were 
able to take advantage of this observation when a = 0 to 
calculate the mth-order term in the expansion of K (X)/ K (0) 
but to do that in the present problem would be more difficult. 
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The spatially homogeneous and anisotropic Bianchi type-I cosmological solutions of modified 
Brans-Dicke theory containing barotropic fluid have been obtained by imposing a condition on 
the cosmological parameter A (1jJ ). The particular case when p = p has been discussed in detail. 

PACS numbers: 98.80.Dr 

I. INTRODUCTION 

After the cosmological constant was first introduced 
into general relativity by Einstein, its significance was stud­
ied by various cosmologists (for example, see Ref. 1) but no 
satisfactory result of its meaning has been reported so far. 
Zel'dovich2 has tried to visualize the meaning of this term 
from the theory of elementary particles. Further, Linde3 has 
argued that the cosmological term arises from spontaneous 
symmetry breaking and suggested that the term is not a con­
stant but a function of temperature. Also Dreitlein4 connects 
the mass of Higg's scalar boson with both the cosmological 
term and the gravitational constant. In cosmology, the term 
may be understood by incorporation with Mach's principle, 
which suggests the acceptance of the Brans-Dicke Lagran­
gian as a realistic case.5 The investigation of particle physics 
within the context of the Brans-Dicke Lagrangian6 has sti­
mulated the study of the cosmological term with a modified 
Brans-Dicke Lagrangian in cosmology and elementary par­
ticle physics. Recently considering the proposition of Berg­
mann 7 and Wagoner8 that the cosmological term A should 
be a function of a scalar field 1jJ, Endo and Fukui9 obtained 
modified Brans-Dicke field equations. The variable cosmo­
logical term has also been discussed by Endo and Fukui. 10 

In this paper we have considered a cosmological model 
filled with perfect fluid in spatially homogeneous Bianchi 
type-I space-time. The particular case when p = p has been 
derived and discussed in detail. A physically reasonable 
model originating from a singularity is possible only in the 
presence of a negative energy density scalar field. However, 
the fundamental properties of the model are similar to the 
Robertson-Walker model for zero constant curvature as dis­
cussed by Endo and Fukui9 and the Bianchi type-I dust mod­
el by Banerjee and Santos 11 (both in the presence of a positive 
energy density scalar field). Here also the problem of making 
A correspond to a mass term in particle physics remains (see 
Endo and Fukui,9 p. 838). Further, negative energy density 
scalar-tensor solutions may turn out to be useful, e.g., in 
particle physics (Refs. 12 and 13). 

II. FIELD EQUATIONS 

The field equations for the modified Brans-Dicke the­
ory with the introduction of A (1jJ ) obtained by Endo and Fu­
kui9 are 

Gij +gijA = (K 11jJ) Tij - (0)11jJ2) 

X (1jJ, iljJ,j - ! gijljJ,a IjJ ,a) 

- (1/1jJ )(1jJ; ij - gijDIjJ ), ( 1) 

A _1jJ JA = ~ T _ 20) + 3 DIjJ, 
JIjJ 21jJ 21jJ 

(2) 

Here TIj is the energy-momentum tensor for a perfect 
fluid given by 

Tij = (p +p) Ui~ -pgij' (3) 

with 

gij UiUj = 1, (4) 

where p and p are proper pressure and energy density, re­
spectively, and U i are the components of the fluid four-ve­
locity, We assume the coordinates to be co-moving so that 

U 1=U 2 =U 3 =O and U 4=(g44)-1/2. 

It has been assumed further that the matter and scalar 
field are related through 

OIjJ = Kf.1T 1(20) + 3), (5) 

where the constantf.1 shows how much our theory including 
A (1jJ ) deviates from that of Brans-Dicke and as usual 0) is the 
coupling constant. Substituting relation (5) into (2) we obtain 

A _1jJ JA =A DIjJ, 
JIjJ IjJ 

(6) 

where A is a constant defined by 

A = [(20) + 3)12](1/f.1 - 1). (7) 

As it has been assumed that A is a function of IjJ only, 
from (6) we can easily conclude that DIjJ =J(IjJ). Here we 
make another assumption that the functional relationJ(1jJ ) is 
of the formJ(1jJ ) = mljJ n, where m and n are arbitrary con­
stants, We assume that to explain the origin of mass of an 
elementary particle by symmetry breaking IjJ n terms are in­
troduced, 14 With this choice ofJ(1jJ ) Eq, (6) reduces to 

¢> JA _ A + AmljJ n - 1 = O. (8) 
JIjJ 

From (8) the solution for A is given by 

A = [Aml(2 - n)] r -I + D11jJ, when n=/=2, (9) 

and 

A = - Am¢> In IjJ + D2¢>, when n = 2, 

Here DI and D2 are integration constants, 

III. SOLUTIONS FOR BIANCHI TYPE-I 

(10) 

The line element for the spatially homogeneous Bianchi 
type-I metric can be written as 

(11) 
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where r, (J, and tP are functions oft alone. The field equations 
(1) in terms of the line element (11) can be written as 

Gg = _ 1. (~)2 + ~ (r'2 + (J,2 + tP,2) 
2 R 2 

-A- K; _ ~ (~'r - (b;' + 0:, (12) 

G: = - (J " - tP" 

- 3R' (_ r' + (J' + tP') -1(r,2 + (J'2 + tP,2) 
2R 2 

Kp (J) ((b')2 , (b' O(b 
=-A+¢;+2"¢; -r¢;+¢;, (13) 

G~ = - r" - tP" - 3R' (r' - (J' + tP') 
2R 

- !(r,2 + (J ,2 + tP,2) 

Kp (J) ((b')2 (b , O(b 
-A+¢;+2"¢; -(J'¢;+¢;, (14) 

G ~ = - r" - (J" - 32~' (r' + (J' - tP') 

(15) 

where the prime means differentiation with respect to time t 
and 

R 3 = exp(r + (J + tP). (16) 

From the field equations (13 H 15), after subtracting one 
from the other and integrating, we obtain the relations 

(J' = r' - CI/R 3(b, (17) 

tP' = r' - C2/R 3(b, (IS) 

where C I and C2 are integration constants and they measure 
the anisotropy of space because when C I = C2 = 0, we have 
r = (J = tP (i.e., isotropic line element). 

From the conservation equation TL = 0, we obtain 

p'= -(p+p)(r'+(J'+tP')· (19) 

We take the equation of state to be that for a barotropic 
fluid, 

P=(A-l)p, 1<,.1,<2. 

Then Eq. (19) reduces to 

p'/p + 3AR '/R = O. 

After integration, it gives 

p = CR ~3A, 

(20) 

(21) 

(22) 

where C is a constant of integration. Equations (5), (6), (S), 
and (22) give 

R ~ 3A = m(b n/d (4 - 3,.1, ), (23) 

where d = KflC /(2{J) + 3). 
Now with the help ofEq. (22) we can write the density p 

in terms of the scalar field (b as 

p = mC(b n/d(4 - 3,.1,). (24) 

From Eqs. (17), (IS), and (23) one can easily obtain 
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3r' = - n(b '/(b + (CI + C2)/R 3(b. 

Now we consider the transformation 

dt = R 3(,1. ~ II d7. 

(25) 

(26) 

Putting Eqs. (9), (17), (IS), and (22) into (12) we have 

QR 6 - - L - M ----:----.,... (
(b +)2 R 6(,1.~ II R 6(,1.~ II 

(b (b 2 (b I ~ n + 2nl,1. 

1 
-S--- =0, (b 2n ~ I 

(27) 

where a cross ( + ) overhead denotes differentiation with re­
spect to 7. 

Now subtracting (13) from (12) and using (9), (17), and 
(IS) we get 

(
'" +)2 R 6(,1.~ II R 6(,1.~ II 

QR 6 7 -L -P =0, 
'I' (b 2 (b I ~ n + 2nl,1. (2S) 

where 

n2 3n 3 
Q = A2 - T - 2" (J), 

L=Ci +C~ -CIC2, 

M = m(d(4 - 3,.1, ))2/,1. (~+ 3(lQ + 3)), 
m 2 - n fl(4 - 3,.1, ) 

S = 3D I (d (4 : 3,.1, ) r ' 
P = m(d (4 - 3,.1, ))2/,1. [~ + l.- (A (2w + 3) + 1)] . 

m A 2 fl(4 - 3,.1, ) 

For Eqs. (27) and (2S) to be compatible we must have 
S = 0 and P = M, which imply that 

(29) 

and 

~ + ~(A(lQ+3) + 1) = _A_ + lQ+3 . 
3,.1, 2 fl(4 - 3,.1, ) 2 - n fl(4 - 3,.1, ) 

(30) 

The solution for (b may be obtained now by substituting 
(23) and (26) into (2S). We thus have 

t+E
I

= ± (d(4:3A)YI,1. JQ 

f 
(b ~nl,1. 

X , 
(L + P(b n + I ~ 2nl,1. )1/2 

(31) 

where EI is a constant of integration. 
Now we consider the cases of the dust-filled, radiation­

dominated, and superdense stages of the universe one by one. 
Case I: Dust-filled universe. This case corresponds to 

incoherent matter for which p = O. Therefore putting A = 1 
in the Eq. (31) and integrating, one easily gets 

{ [ 
m (1- n) (P)1I2]2 _ Lp}II(\ ~nl. 

(b= ± (t+E I )d"-2- Q 

(32) 

This case has been discussed by Banerjee and Santos. II 
Case II: Radiation-dominated universe. In this case 

p =p/3, i.e., A =~. In the case of radiation-dominated uni-
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verse we have T = 0, thus from Eq. (5) we get 0<,6 = 0, hence 
m = O. Therefore, from Eq. (24) we have p = 0 and hence 
p=O. 

Therefore, for p = 3p no solution will exist and the 
model reduces to the vacuum case. 

Case III: Superdense universe. Zel'dovich l5 gave the 
equation of state for stiff matter by choosing A = 2; this im­

I 

plies p = p. Therefore, inserting the value of A in Eq. (31) we 
have 

t+E - + - - 'Q X ( 
2d )112 J rp - nl2 drp 

I - - m y'>t (L + Prp )112 . (33) 

The integral on the right can be evaluated 16 as 

t+EI = + - - ,JQ -----'---'-------( 
2d ) 112 ((L + Prp ) - n12 n L (L + P) - n/2 - 1 

- m I-n 2 n+l 

(nI2)(nI2 + 1) L 2(L + P<,6 ) - nl2 - 2 + ... + NL _ nl2) ( 2 ), 
1.2 n+3 P I - n12(L+Prp)-1/2 

(34) 

where N is a constant. 
Now the cosmological factor given by (9) and (29) is 

A =Am/(2_n)rpn-l. (35) 

The density can now be written as a function of the 
cosmological factor. Substituting (35) into (24) we have 

p = __ ___ An/In-I). mC (2 - n)n/ln -1) 

2d Am 
(36) 

Also 

R 6 = E.. = _ 3!i ( Am )n/ln - I) A In - 1)/n . (37) 
P m 2-n 

Final y, e, and t/J can be determined in terms of rp. An­
other important relation can be obtained from (5), which 
reduces to 

(38) 

In view of (22) and (26) the Eq. (38) goes to the form 

# = _ (2KflC) 7 = - 2d'T, (39) 
d'T 2w + 3 

where d is a constant already defined. Integrating (39) we get 

rp= -dr. (40) 

The integration constant is taken as zero in order that 
we have the model starting from 'T = 0 when <,6 = O. From 
(39) and d> 0 when 2w + 3> 0 it follows that d<,6 I d7 < 0, 
which means that <,6 is a decreasing function of 7. This con­
tradicts our choice of initial condition. Hence we take d < 0, 
i.e., 2w + 3 < 0, which is possible only for negative energy 
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Lalar fields in scalar-tensor theories. Then drp I d7> 0 which 
means that <,6 is an increasing function of 'T. Now if we consid­
er an expanding universe with R = 0 when 7 = 0, R 3 is in­
creasing with 'T. This in view of (23) fixes the value of n always 
less than zero. So in this case n < 0 and at the epoch 7 = 0, 
<,6 ---+ 0 we have R 3 ---+ 0 and p ---+ 00. In the course of time the 
model expands and has infinite volume R 3 _ 00 and p ---+ 0 
asrp- 00. 

The general behavior of such an anisotropic homogen­
eous model for negative energy scalar fields is analogous to 
that of the zero curvature RW-model given by Endo and 
Fukui9 and the Bianchi type-I dust solution of Banerjee and 
Santos 12 (both for positive energy scalar fields). Thus for the 
model exploding from the initial singularity R 3 - 0 as t ---+ 0 
automatically excludes the possibility for n = 2. 
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ERRATUM 

Erratum: Scattering theory for the dilation group. I. Simple quantum 
mechanical scattering [J. Math. Phys. 24, 1797 (1983)] 

J. V. Corbett 
School of Mathematics and Physics, Macquarie University, North Ryde, New South Wales 2113, Australia 

(Received 8 May 1984; accepted for publication 18 May 1984) 

PACS numbers: 03.65.Nk, 99.10. + g 

The proof of the simple relationship between the dila­
tion wave operators, defined by Eq. (11), and the usual wave 
operators is false. It is based on the erroneous asymptotic 
relation given in Eqs. (A9), (All), and (AI4). This asympto­
tic relation does not hold in the L 2-norm, although it is true 
for the LP -norm for any p > 2. The correct asymptotic rela­
tion in the L 2-norm is 

lim 111T(U(b))f - 1T(v(b -1))1T(S(b ))(1T( Wlffll = 0, 
b--:.- oo 

where v (b ), s (b ), and ware elements of SL(2,R), given in the 

Appendix and v (b) = G ~). The definition of the dila­

tion wave operators, Definition 5, can be changed to accom­
modate this but the new dilation wave operators then lose 
their simplicity. 
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